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Abstract. The paper deals with the research of the process of economic growth as a component of the
economic development of countries and aims at developing a neural network model directed at improving
the modeling of economic growth, its stabilization or recovery after the impact of globalization integration
processes, crisis phenomena. During the analysis, the authors found out that the indicators used to create a
model of economic growth by the countries of the world do not have a close correlation and reflect
different conditions of their functioning. It is determined that in order to achieve the set goal, it is
advisable to apply neural networks, which provide a possibility to build a forecast system of economic
growth with greater accuracy. In the process of the analysis, the data of 77 countries of the world
according to the indicator of economic growth were used, the level of economic growth of the countries
was assessed, the most accurate neural network model and the optimal network architecture were
determined. The authors of the paper solve the problem of approximation of experimental data using
multilayer perceptron-type models and network models with radial basis functions. The dependent variable
in the model is denoted by the level of economic growth, and the independent variables are the level of
gross accumulation, the level of gross savings, the level of export of goods and services, the level of
import of goods and services, the level of current health care expenses. The volumes of training, test and
control samples, the developed neural network models and the obtained results of economic growth
modeling are presented graphically in the paper. The neural network model developed by the authors is
sufficiently adequate, which is confirmed by the amount of processed data and obtained results. The neural
network model of economic growth is suitable for further use in the process of its forecasting in various
countries of the world.

Keywords: economic growth, economic development, neural networks, modeling of economic growth,
economic growth models.
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Introduction. Economic growth is understood in science as a dynamic process that occurs on the
basis of the influence and interaction between various factors of production, economic policy and is
characterized by the creation of a greater number of manufactured goods and services, which
improves the well-being of the population. Factors, methods and tools of intensification of
economic development (economic growth is its component) and economic growth have long been
the central objects of research. Crisis phenomena in the world economy (for example, the world
financial crisis of 2007-2008 and the crisis due to the pandemic of 2020), in the economies of some
countries of the world due to globalization integration processes (for example, military events in
Ukraine since 2022, caused economic shifts in countries and Europe) increase the relevance of the
research and improvement of modeling of economic growth, its stabilization or recovery.

Literature review. Models of economic growth are researched in the papers of such scientists as
Keynes, Harrod and Domar, Cobb and Douglas, R. Solow, P. Romer, R. Lucasc, Aghion and Howitt,
R. Levin and D. Rene, R. Barro, B. Hussain, S. A. A. Naqgvi, M. S. A. Makhdum, S. A. R. Shah,
S. Omerovic, H. Friedl, B. Griin, H. Sriket, R. M. Suen and also modern Ukrainian economists:
L. Irtyshcheva (2021), I. Kaleniuk, L Antoniuk, O. Kuklin, L. Tsymbal, & O. Tsyrkun (2022),
V. Kovalenko, Z. Oskonbaieva (2018), S. Sheludko, M. Slatvinska, O. Serheieva & E. Kulikova
(2020), V. Makohon (2021), V. Sumtsov, 1. Filippova (2010), M. Petchenko (2018), A. Tuholukov
(2018), H. Telnova (2016; 2019), S. Shvets (2020).

With positively evaluation of the work of scientists, it is necessary to implement modern approaches to
modeling economic growth, namely through the use of neural network modeling tools.

The purpose of the paper consists in the development of a neural network model of economic growth.

Material and methods. The information base of the research includes domestic and foreign
scientific periodical literature, statistical data of the World Bank and the State Statistics Service of
Ukraine on indicators of economic growth of Ukraine and countries of the world, the results of the
authors' own research. The paper uses methods of dialectics, a number of general scientific
approaches and special methods, which together made it possible to achieve the conceptual unity of
the research, in particular: abstract-logical method, generalization, coefficient method, system and
structural methods, methods of comparison, grouping, analysis and synthesis, statistical analysis,
economic-mathematical modeling, logical generalization.

Results and discussion. Selected indicators for the model by country do not often have a close
correlation with economic growth, reflect different conditions of functioning of the countries of the
world. A conclusion is made about the expediency of using neural networks, which make it possible
to build a forecast system of economic growth with greater accuracy.

To solve the given task, it is necessary to perform the following actions:

formulation of the final result. For this purpose, data on the indicator of economic growth of 77
countries of the world were entered, which integrates the results of the influence of neoclassical
factors, indicators of foreign trade and the level of health care expenses;

determination of the object acting as an input signal of a neural network. The input signals of the
neural network are the indicators formed in the previous section;

determination of the object acting as the output signal of a neural network. The output signal is an
assessment of economic growth;

determining the deviation of the neural network signal from the real input signal using correlation
and determination coefficients; the most accurate neural network model, its architecture and
weighting factors are determined on this basis.

So, in the process of developing a neural network, first of all, the optimal architecture of the network
should be determined. Since the areas of application of the most well-known paradigms overlap,
different types of neural networks can be used to solve the corresponding problem, and the results can
be the same. Solving problems of approximation of experimental data is possible using the following
types of neural networks: multilayer perceptron (MLP) and networks with radial basis functions (RBF).

52



Cepist: ExonHomiuHi Hayku Bunyck 69

The dependent variable in the model is denoted by Varl — the level of economic growth (GDP
growth, %).

Independent variables: Var2 — Gross capital formation, % of GDP; Var3 — Gross savings, % of
GDP; Var4 — Exports of goods and services, % of GDP; Var5 — Imports of goods and services, % of
GDP; Var6 — Current health expenditure, % of GDP.

The output values of neural networks are usually represented in the appropriate range or scaled.
Scaling data for a neural network allows you to increase the speed and quality of the learning
process. The given indicators are all measured in percentages, so it is not necessary to apply
normalization and standardization procedures to the data.

The task of approximation of functions for a neural network consists in the determination of the
weighting coefficients for the basic functions so that their combination should give a similar
dependence that best approximates the set of values of the response function.

Consider the process of modeling using an Automated Neural Networks (SANN) package.

The determination of the output result and input data is shown in Fig. 1 (Website of the World Bank).
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Figure 1. Determination of output and input data for neural network modeling
of economic growth

The volumes of training, test, and control samples are set in proportions of 50%, 30%, and
20%, respectively (Fig. 2).
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Figure 2. Volumes of training, test and control samples of neural network modeling
of economic growth
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To solve the set problem, a number of neural network models were developed, among which
5 models of the multilayer perceptron (MLP) type and 5 models of the network with radial basis
functions (RBF) were singled out, the simulation results of which are presented in Fig. 3.
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b) 5 network models with radial basis functions (RBF)

Figure 3. The results of modeling economic growth, which are obtained based
on the developed models
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The characteristic of neural network models of economic growth is presented in Fig. 4.

a) 5 models of the multilayer perceptron (MLP) type

Summary of active networks (Spreadsheet1)
Net. name | Training perf. Training error | Test emor Validation error Training algorithm | Hidden activation | Output activation
MLP 5-10-1 0,791914 1,362560 5714630 5,876892 BFGS 42 Tanh Exponential
MLP 5-12-1 0,363639 3,228580  7,653566 6,007533 BFGS 32 Tanh Exponential
MLP 5-11-1 0,810168 1262788  4,718468 5613622 BFGS 48 Tanh Exponential
MLP 5-11-1 0,009073 3628906  8,055524 7,087495 BFGS 1 Exponential Exponential
MLP 5-19-1 0,238762 3439552 7034092 5,127581 BFGS 32 Logistic Exponential

Summary of active networks (Spreadsheet1)

b) 5 network models with radial basis functions (RBF)

Figure 4. Analysis of developed neural network models of economic growth

Net. name | Training perf Training error | Test error | Validation emor |  Training algorithm Hidden activation | Output activation
RBF 5-15-1 0,491590 2752168 7421812 5,287263 RBFT Gaussian Identity
RBF 5-8-1 0433128 2948366  8,372280 5,989856 RBFT Gaussian Identity
RBF 5-16-1 0,555871 2507809  7,328092 4,754519 RBFT Gaussian |dentity
RBF 5-12-1 0476186 2806428 6576552 5,141063 RBFT Gaussian Identity
RBF 5-15-1 0424833 2974196 6438635 5515977 RBFT Gaussian Identity

Based on the value of the correlation coefficient (Fig. 5), we chose the best economic growth
model — MLP 5-11-1, since the correlation coefficient for it was 0.81 or 81.02% on the largest
training sample.

Correlation coefficients (Spreadsheet1)

GDP growth, % | GDP growth, % | GDP growth, %
Train Test Validation
6.MLP 5-10-1 0,791914 0.530140 0,670169
7.MLP 5-121 0,363639 0,226363 0,596726
8.MLP 5-111 | 0.8101681 0,636055 0,616900
9 MLP 5-11-1 0,009073 0.380264 0,601086
0,238762 0451107 0,689830

10.MLP 5-19-1

a) 5 models of the multilayer perceptron (MLP) type

Correlation coefficients (Spreadsheet1)

GDP growth, % | GDP growth, % | GDP growth, %
Train Test Validation
11.RBF 5-15-1 0.491590 0,291091 0.665505
12 RBF 5-8-1 0.433128 0,042215 0,703081
13.RBF 5-16-1 0.5558711 0,277738 0.662167
14 RBF 5-12-1 0.476186 0,445875 0.672328
15.RBF 5-15-1 0.424833 0,489535 0.726936

b) 5 network models with radial basis functions (RBF)

Figure 5. The value of the correlation coefficient of the developed neural network models
of economic growth

The scatter plot of forecast and actual data according to the MLP 5-11-1 model is presented

in Fig. 6.

The weighting coefficients for the basic functions of the neural network model of economic growth
of the MLP 5-11-1 type are presented in Table 1.
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GDP growth, % (Target) vs. GDP growth, % (Output)
Samples: Train, Test, Validation
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Figure 6. Scatter plot of forecast and actual data according to the MLP 5-11-1 model

Table 1. Weighting coefficients for the basic factors of the neural network model of economic

growth of the MLP type 5-11-1

Connections of the MLP model 5-11-1 Welgh_tmg
coefficients
1 2
Gross capital formation, % GDP --> hidden neuron 1 0.07354
Gross savings, % GDP --> hidden neuron 1 0.33426
Exports of goods and services, % GDP --> hidden neuron 1 -2.0764
Imports of goods and services, % GDP --> hidden neuron 1 1.18861
Current health expenditure, % GDP --> hidden neuron 1 -1.19579
Gross capital formation, % GDP --> hidden neuron 2 -0.30564
Gross savings, % GDP --> hidden neuron 2 -0.02399
Exports of goods and services, % GDP --> hidden neuron 2 1.45759
Imports of goods and services, % GDP --> hidden neuron 2 0.27076
Current health expenditure, % GDP --> hidden neuron 2 -0.07783
Gross capital formation, % GDP --> hidden neuron 3 -0.44753
Gross savings, % GDP --> hidden neuron 3 -0.09663
Exports of goods and services, % GDP --> hidden neuron 3 -0.91571
Imports of goods and services, % GDP --> hidden neuron 3 0.83291
Current health expenditure, % six GDP --> hidden neuron 3 -0.17425
Gross capital formation, % GDP --> hidden neuron 4 -2.21808
Gross savings, % GDP --> hidden neuron 4 -0.61427
Exports of goods and services, % GDP --> hidden neuron 4 -8.85533
Imports of goods and services, % GDP --> hidden neuron 4 3.12662
Current health expenditure, % GDP --> hidden neuron 4 -1.41092
Gross capital formation, % GDP --> hidden neuron 5 -0.49464
Gross savings, % GDP --> hidden neuron 5 -0.1503
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Continuation of Table 1

1 2

Exports of goods and services, % GDP --> hidden neuron 5 -1.7426
Imports of goods and services, % GDP --> hidden neuron 5 1.94837
Current health expenditure, % six GDP --> hidden neuron 5 -0.35765
Gross capital formation, % GDP --> hidden neuron 6 0.09721
Gross savings, % GDP --> hidden neuron 6 -0.02152
Exports of goods and services, % GDP --> hidden neuron 6 2.24938
Imports of goods and services, % GDP --> hidden neuron 6 -1.19617
Current health expenditure, % GDP --> hidden neuron 6 0.11057
Gross capital formation, % GDP --> hidden neuron 7 0.58024
Gross savings, % GDP --> hidden neuron 7 -0.76943
Exports of goods and services, % GDP --> hidden neuron 7 10.34863
Imports of goods and services, % GDP --> hidden neuron 7 -6.59846
Current health expenditure, % GDP --> hidden neuron 7 1.24971
Gross capital formation, % GDP --> hidden neuron 8 0.11675
Gross savings, % GDP --> hidden neuron 8 -0.08571
Exports of goods and services, % GDP --> hidden neuron 8 1.02355
Imports of goods and services, % GDP --> hidden neuron 8 -0.58588
Current health expenditure, % GDP --> hidden neuron 8 0.22501
Gross capital formation, % GDP --> hidden neuron 9 0.02603
Gross savings, % GDP --> hidden neuron 9 -0.19227
Exports of goods and services, % GDP --> hidden neuron 9 8.37294
Imports of goods and services, % GDP --> hidden neuron 9 -2.34486
Current health expenditure, % GDP --> hidden neuron 9 1.13107
Gross capital formation, % GDP --> hidden neuron 10 0.16427
Gross savings, % GDP --> hidden neuron 10 -0.13845
Exports of goods and services, % GDP --> hidden neuron 10 2.30013
Imports of goods and services, % GDP --> hidden neuron 10 -1.19428
Current health expenditure, % GDP --> hidden neuron 10 0.01343
Gross capital formation, % GDP --> hidden neuron 11 -0.78851
Gross savings, % GDP --> hidden neuron 11 -2.13042
Exports of goods and services, % GDP --> hidden neuron 11 5.29781
Imports of goods and services, % GDP --> hidden neuron 11 -4.34966
Current health expenditure, % six GDP --> hidden neuron 11 -0.6747
input bias --> hidden neuron 1 0.11746
input bias --> hidden neuron 2 -0.34124
input bias --> hidden neuron 3 -0.10099
input bias --> hidden neuron 4 0.0366
input bias --> hidden neuron 5 0.553
input bias --> hidden neuron 6 -0.17265
input bias --> hidden neuron 7 -1.38421
input bias --> hidden neuron 8 0.10561
input bias --> hidden neuron 9 -0.9836
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Continuation of Table 1

1 2
input bias --> hidden neuron 10 -0.15487 ‘
input bias --> hidden neuron 11 -2.16913
hidden neuron 1 --> GDP growth, % -1.94601
hidden neuron 2 --> GDP growth, % 2.45087
hidden neuron 3 --> GDP growth, % 2.56834
hidden neuron 4 --> GDP growth, % -4.09569
hidden neuron 5 --> GDP growth, % -2.56421
hidden neuron 6 --> GDP growth, % 0.26101
hidden neuron 7 --> GDP growth, % -1.2339
hidden neuron 8 --> GDP growth, % 0.01544
hidden neuron 9 --> GDP growth, % -1.38706
hidden neuron 10 --> GDP growth, % -0.11986
hidden neuron 11 --> GDP growth, % 3.22614
hidden bias --> GDP growth, % 0.00837

The correlation coefficient of the developed neural network model of economic growth
(MLP 5-11-1) is 0.810168424, respectively, the value of the coefficient of determination is
0.6563, which, taking into account the amount of processed data, indicates its sufficient
adequacy and the possibility of use in the process of forecasting the economic growth of
countries the world.

Conclusions. Thus, summing up the above, we note that the feasibility of using neural networks is
grounded on the fact that they allow building a forecast system of economic growth with greater
accuracy.

In the process of modeling, a humber of models of economic growth with the following factors
were developed:

Var2 — Gross capital formation, % GDP;

Var3 — Gross savings, % GDP;

Var4 — Exports of goods and services, % GDP;

Var5 — Imports of goods and services, % GDP;

Varé — Current health expenditure, % GDP, using the following types of neural networks:
multilayer perceptron (MLP) and networks with radial basis functions (RBF), the most accurate of
which turned out to be the MLP 5-11-1 model.

The correlation coefficient of the developed neural network model of economic growth
(MLP 5-11-1) is 0.810168424, accordingly, the value of the coefficient of determination is
0.6563, which, taking into account the amount of processed data, indicates its sufficient
adequacy and the possibility of use in the process of forecasting the economic growth of the
countries of the world.
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AHoranisi. CtaTTs mNpHCBSYEHA JOCHIIPKEHHIO TMPOIeCcy EKOHOMIYHOTO 3pOCTaHHS SIK CKJIaJoBOI
€KOHOMIYHOT'O PO3BHUTKY KpaiH 3 METOIO PO3POOKH HEHPOMEPEKBOI MOJEN, CIIPSIMOBAHOI Ha BAOCKOHAJICHHS
MOJICTIIOBAaHHS €KOHOMIYHOTO 3pOCTaHHS, WOro cra0imsamiro a0o BiIHOBIEGHHS TICIs BIUIMBY
I00ami3alifHMX 1HTErpaIlifiHUX MPOIECiB, KpU30BHUX sBUII. [lij Yac aHamizy aBTOpaMd BCTAHOBJIEHO, IO
MOKAa3HMKH, SIKi BUKOPUCTOBYIOTHCS 715l TOOYIOBH MO/IEI €KOHOMIYHOI'O 3pOCTAaHHS 3a KpaiHaMHM CBITY, He
MaloTh TICHOTO KOPEJAIHOTO 3B 3Ky Ta BiJOOpa)aroTh Pi3HI YMOBH iX ()yHKIIOHyBaHHA. BcraHoBIEHO,
IO JIJISl JJOCATHEHHS MOCTABJICHOT METH JIOIJILHO 3aCTOCYBaTH HEMPOHHI MEPEXi, 10 HA/Ial0Th MOXKIIUBICTh
3 OLIBLIO TOYHICTIO MOOYAYyBaTH IMPOTHO3HY CHCTEMY €KOHOMIYHOTO 3pocTaHHs. B mporeci aHaizy
BUKOPUCTAaHO AaHi 77 KpaiH CBiTy 3a NMOKAa3HUKOM EKOHOMIYHOTO 3pPOCTAaHHS, MpPOBEIEHA OLIHKa PiBHS
€KOHOMIYHOTO 3pOCTaHHs KpaiH, BH3HAYeHa HaWHOUIbII TOYHA HEWpOMepe)kHa MOJIeNlb Ta ONTUMallbHA
apxiTekTypa Mepexi. ABTOpaMH CTaTTi 3ajadi anmpoKcHMaIlil eKCIepHMEHTAJbHUX JIaHUX PO3B’S3aHO 3a
JOTIOMOT'OI0 MOJieiel THIy 0araTomapoBOro HEpCENTPOHY Ta MOAEIEH Mepexi 3 paniaqbHO-0a3ucCHUMHU
(yHKITISIME, 3alle)KHa 3MiHHA Y MOJIENI MO3HA4YeHa Yepe3 PiBeHb €KOHOMIYHOTO 3POCTaHHA, a He3aJIekKHi
3MiHHI — PiBeHb BaJIOBOTO HAIPOMA/KCHHS, PiBEHb BaJOBOTO 3a0IIQ/KCHHS, PIBEHb E€KCIOPTY TOBApiB i
MOCIYT, PiBEHb IMIIOPTY TOBapiB i MOCIYr, piB€Hb MOTOYHHUX BHUTPAT HA OXOpPOHY 370poB’s. OOcsru
HaBYaIlbHOI, TECTOBOI Ta KOHTPOJIBHOI BHOIPOK, pOo3pobIIeH] HelpoMepekHI MOJIET Ta OTPUMaHi pe3yJbTaTH
MOJICJIIOBAHHS E€KOHOMIYHOTO 3pOCTaHHs TpeACTaBieHI B pobori rpadiuno. Po3pobnena aBTopamwu
HellpoMepexkHa MOJIeNIb € JIOCTATHBO aJIeKBATHOIO, IO MiATBEP/HKEHO 00CATOM OOpOOJIEHMX JaHUX Ta
OTpUMaHMUX pe3ynbTaTiB. HelpomeperxHa MoJieNlb €KOHOMIYHOIO 3POCTAaHHs MpHUAATHA Al HOJAJIbIIOrO
BUKOPHUCTAHHS B MIPOIIECi 1Oro MPOrHO3yBaHHS y PI3HUX KpPaiH CBITY.

KirouoBi ciioBa: eKOHOMIYHE 3pOCTaHHS, EKOHOMIYHHMH DPO3BUTOK, HEWPOHHI Mepexi, MOAETIOBaHHS
€KOHOMIYHOT'O 3pOCTaHHS, MOAE €KOHOMIYHOTI'O 3pOCTaHHS.
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