
Published by 

VEAR IV, ISSUE 3/2020 

ISSN (PRINT) 2535-0986 
ISSN (WEB) 2603-2929 

SCIENTIFIC-TECHNICAL UNION of MECHANICAL ENGINEERING - INDUSTRY 4.0 

Sofia, BULGARIA 



IIINNNTTTEEERRRNNNAAATTTIIIOOONNNAAALLL   EEEDDDIIITTTOOORRRIIIAAALLL   BBBOOOAAARRRDDD   
EEDDIITTOORR  II  CCHHIIEEFF    

Prof. ANDREY FIRSOV 
Peter the Great St.Petersburg Polytechnic University 

RU 

 

Members:   

Abilmazhin Adamov, Prof. L.N.Gumilyov Eurasian National University KZ 

Alexander Guts, Prof. Omsk State University RU 

Alexei Zhabko,  Prof. Saint Petersburg State University RU 

Andrey Markov, Prof. Baltic State Technical University RU 

Andrii Matviichuk, Prof. Kyiv National Economics University UA 

Andrzej Nowakowski, Prof. University of Lodz PL 

Anton Makarov, Dr. Saint Petersburg State University RU 

Armands Gricans,  Assoc. Prof. Daugavpils University LV 

Artūras Dubickas, Prof. Vilnius University LT 

Avinir Makarov, Prof. Saint Petersburg State University of Industrial Technologies and Design RU 

Christo Boyadjiev, Prof. Institute of Chemical Engineering, BAS BG 

Daniela Marinova, Dssoc. Prof. Technical University of Sofia BG 

Dimitrios Poulakis, Prof. Aristotle University of Thessaloniki GR 

Evgeniy Smirnov, Assoc. Prof. Volgograd State Technical University RU 

Galia Angelova, Prof. DSc,  Bulgarian Academy of Science BG 

Giovanni Borgioli, Assoc. Prof. University of Florence IT 

Haskiz Coskun, Prof. Karadeniz Technical University of Trabzon TR 

Idilia Bachkova, Prof. University of Chemical Technology and Metallurgy BG 

Igor Anufriev, Assoc. Prof. Peter the Great St.Petersburg Polytechnic University RU 

Irena Stojkovska, Prof.  Ss. Cyril and Methodius University in Skopje MK 

Ivana Štajner-Papuga, Prof. University of Novi Sad  RS 

Kanagat Aldazharov, Assoc. Prof. Kazakh Economics University KZ 

Karl Kunisch, Prof. University of Graz AT 

Mahomed Agamirza ogly Dunyamalyev, Prof. Azerbaijan Technical University AZ 

Marius Giuclea, Prof.  The Bucharest University of Economics Studies RO 

Mihail Okrepilov, Prof. D.I. Mendeleyev Institute for Metrology (VNIIM) RU 

Milena Racheva, Assoc. Prof. Technical University of Gabrovo BG 

Mohamed Kara, Dr. Ferhat Abbas Sétif 1 University DZ 

Mohamed Taher El-mayah, Prof MTI University EG 

Neli Dimitrova, Prof. Institute of Mathematics and Informatics, BAS BG 

Nina Bijedic, Prof. Dzemal Bijedic University of Mostar BA 

Oleg Obradović, Prof. University of Montenegro ME 

Olga Pritomanova, Assoc. Prof. Oles Honchar Dnipropetrovsk National University UA 

Özkan Öcalan, Prof. Akdeniz University of Antalya TR 

Paşc Găvruţă, Prof.  Politehnic University of Timisoara RO 

Pavel Satrapa, Assoc. Prof. Technical University of Liberec CZ 

Pavel Tvrdík, Prof.  Czech Technical University in Prague CZ 

Pavlina Yordanova, Assoc. Prof. Shumen University BG 

Petr Trusov, Prof. Perm State Technical University RU 

Rannveig Björnsdóttir, Prof. University of Akureyri IS 

Roumen  Anguelov, Prof. University of Pretoria ZA 

Sándor Szabó, Dr. Prof. University of Pécs HU 

Sashko Martinovski, Assoc. Prof. St. Kliment Ohridski University of Bitola MK 

Sergey Bosnyakov, Prof. Moscow Institute of Physics and Technology  RU 

Sergey Kshevetskii, Prof. Immanuel Kant Baltic Federal University RU 

Snejana Hristova, Prof. University of Plovdiv BG 

Svetlana Lebed, Assoc. Prof.  Brest State Technical University BY 

Tomasz Szarek, Prof. University of Gdansk PL 

Valeriy Serov, Prof. University of Oulu FI 

Vasily Maximov, Prof. Saint Petersburg State University of Industrial Technologies and Design RU 

Ventsi Rumchev, Prof. Curtin University, Perth AU 

Veronika Stoffová, Prof.  University of Trnava SK 

Veselka Pavlova, Prof. University of National and World Economy BG 

Viorica Sudacevschi, Assoc. Prof. Technical University of Moldova MD 

Vladimir Janković, Prof. University of Belgrade RS 

Vladislav Holodnov, Prof. Saint Petersburg State Institute of Technology RU 

Vyacheslav Demidov, Prof. Saint Petersburg State University of Industrial Technologies and Design RU 

Yordan Yordanov, Assoc. Prof. University of Sofia BG 

Yuriy Kuznetsov, Prof. Nizhny Novgorod State University RU 

Zdenka Kolar - Begović, Prof.  University of Osijek HR 

 



INTERNATIONAL SCIENTIFIC JOURNAL 
 

MATHEMATICAL 

MODELING 
 

 

 

 

PUBLISHER: 
 

SCIENTIFIC TECHNICAL UNION OF MECHANICAL ENGINEERING 

“INDUSTRY 4.0” 
 

 
 

108, Rakovski Str., 1000 Sofia, Bulgaria 

tel. (+359 2) 987 72 90,  

tel./fax (+359 2) 986 22 40,  

office@stumejournals.com 

www.stumejournals.com 
 

 

ISSN (PRINT) 2535-0986 

ISSN (WEB) 2603-2929 

YEAR IV, ISSUE 3 / 2020 
 

EDITOR IN CHIEF: 

 

Prof. D.Sc.  ANDREY FIRSOV 

Peter the Great St.Petersburg Polytechnic University, Russia 
 

 

 

mailto:office@stumejournals.com
http://www.stumejournals.com/


CONTENTS 
 

 

 

THEORETICAL FOUNDATIONS AND SPECIFICITY OF MATHEMATICAL 

MODELLING  
 

Stability of convective motion of a fluid with impurity  

Dementev O., Turlakova S. ........................................................................................................ ...................................... 75 

 

3D electron beam distribution estimation by neural models  
Elena Koleva, Lilyana Koleva, Tsvetomira Tsonevska .................................................................................................... 79 

 

 

MATHEMATICAL MODELLING OF TECHNOLOGICAL PROCESSES AND SYSTEMS  
 

Comparison of three methods for the pump energy analysis  
Mrzljak Vedran, Lorencin Ivan, Anđelić Nikola, Baressi Šegota Sandi .......................................................................... 82 

 

Linear synthesis of frame eddy current probes with a planar excitation system  
Trembovetska R., Halchenko V.Ya., Tychkov V., Bazilo C.V., ...................................................................................... 86 

 

Modelling of wire extrusion process  
Deyan Gradinarov, Nuray Hasan ...................................................................................................................................... 91 

 

Simulation of energy consumption for different types of hvac systems in a typical office building under tirana 

climate conditions  
Albert Shira, Edmond Zeneli, Flamur Bidaj ..................................................................................................................... 93 

 

 

MATHEMATICAL MODELLING OF MEDICAL-BIOLOGICAL PROCESSES AND 

SYSTEMS 
 

Multipurpose virtual model of a human body and its utilization in the traffic safety  
Jan Špička, Jan Vychytil, Luděk Hynčík, Tomasz Bonkowski ........................................................................................ 96 

 

Motorcycle accidents reconstruction and simulation - application of hybrid human body model  
Tomasz Bonkowski, Ludek Hyncik, Jan Spicka, Jan Vychytil ...................................................................................... 100 

 



Stability of convective motion of a fluid with impurity 

Prof., Dr.  Dementev O.1, PhD. Turlakova S.2

Chelyabinsk State University, Chelyabinsk, Russia1, South Ural National Research University, Chelyabinsk, Russia2 

e-mail: dement@csu.ru1, turlakovasu@susu.ru2

Abstract: The problem of convective stability in a medium containing settling heavy solid particles are discussed. A study is made of the 

stability of  steady convective flow of a medium containing an additive between vertical plates heated to different temperatures. It is shown 

that the presence of settling solid particles has a significant stabilizing effect on convective stability.  

Keywords: STEADY-STATE CONVECTIVE FLOW, STABILITY, LIQUID, HEAVY IMPURITY  

1. The transporting medium and the additive were considered as

interpenetrating and interacting continuous media; interaction

between particles was neglected. A formulation of the problem of

flow stability based on these concepts was first given in [1] where

stability of motion in a plane vertical channel was considered for a

fluid containing an additive. The stability of convective motion of a

medium transporting a solid additive in a layer between vertical

heated to different temperatures was studied in [5] where the settling

of the particles was neglected, as was the case in [2-4].

Particle setting and the displacement force acting on the particles 

were neglected. The existence of thermal equilibrium between 

particles and gas was assumed, i.e., the simple limiting case of an 

infinitely short temperature relaxation time τt was considered. Under 

the assumptions described, the effect of the particles present in a 

layer reduced to a mere renormalization of the heat capacity of the 

gas and so to a trivial renormalization of the Rayleigh number also. 

A study is made of the effect on convective of all factors 

characterizing the added particles: the rate of particle settling us, the 

velocity and temperature relaxation times for the  particles  (or, 

which comes to the same thing, their size, density, and heat capacity), 

and the mass concentration of the additive. 

2. We consider a viscous incompressible fluid containing a cloud of

spherical nondeformable solid particles of identical radius r and mass

m. As in [1-6], we assume the liquid and impurity to be continuous

media, interpenetrating and interacting with each other, and neglect

interaction between the particles.  The volume fraction of particles

is assumed to be so low that the Einstein correction to liquid viscosity

can be neglected.  The density of the particle material ρ1 is much

greater than the density of the carrier medium ρ.  The left force

acting on the particles is negligibly small, since it is proportional to

the ratio ρ/ρ1 << 1.  Interaction between the phases as they undergo

relative motion follows the Stokes law. The equations describing the

behaviour of an incompressible fluid with an impurity of heavy solid

particles have the form [7, 8]. Based on those equations, equations

were obtained [6] in the Boussinesq approximation for the free

convection of an incompressible medium with a heavy additive:
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where u


 is the liquid velocity; T is temperature; p is pressure of the 

fluid measured with respect to the hydrostatic pressure renormalized 

because of the settling particles; c is the heat capacity of the fluid at 

constant pressure; β, ν and χ are the coefficient of volume expansion 

of the fluid, its kinematic viscosity, and thermal diffusivity; 

quantities with the subscript “p” refer to the particle cloud, where 

pu


 is the velocity acquired by the particles as a result of their 

interaction with the moving fluid measured with respect to the rate of 

particle settling su


; c1 is the heat capacity of the particle material; 

N, number of particles per unit volume; and g


, acceleration of 

gravity. The quantities τt and τv have the dimensionality of time and 

are, respectively, the time required for the temperature difference 

between fluid and particles to decrease by factor e and the time 

required for the velocity of the particles relative to the fluid to 

decrease by factor of e in comparison with its original value. 

We consider isothermal motion of incompressible fluid containing an 

additive in a plane layer between infinite parallel vertical surfaces at 

x = ± h, which are maintained at the constant temperature Ө, 

respectively. The particles, the concentration of which is not 

uniform, move through the fluid.  

We obtain a steady-state solution of the equation system (1) 

describing plane-parallel convective motion in such a structure,  

ux = uy = 0, uz = u0(x), T0 = const, p0 = p0(z), 

upx=upy=0, upz=up0(x), Tp0 = const,  (2) 
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where α is a coefficient defining the impurity concentration  near the 

boundary of the layer. Equation (2) describes well the distribution 

of settling particles in a vertical channel observed experimentally in 

[8]. 

The settling particles, nonuniformly distributed across the channel, 

interact wi th  the liquid and set it in motion.  We find the 

steady-state distribution of liquid and particle velocities from Eq. 

(l) with the assumption that trajectories of both liquid and solid par-

ticles are straight lines parallel to the z axis, closing at infinity

above and below:
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 (3) 
Here is u0 and up0 are the vertical velocity components and the 

subscript 0 indicates the steady-state solution of Eq. (1).  

   The boundary conditions and closed flow condition are 

expressed by   
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Solving the problem of Eqs. (3), (4), we obtain the steady-state 

distributions of liquid and particle cloud velocities over the layer 

section 
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     (5) 

 

As is evident from Eq. (5), under the action of the settling particles 

within the layer a liquid motion is established with two ascending 

and one descending flow, symmetric about the z axis. The intensity 

of the motion decreases with increase in α (as α → ∞, u0 → 0). 

We will study the stability of the steady-state liquid flow of Eq. (5), 

produced by settling of the nonuniformly distributed impurity 

particles.  To do this we impose upon the steady-state velocity fields 

u0, up0, pressure p 0 ,  and number of particles per unit volume N0, the 

small perturbations u, up, p, N. 

We write the equations for the perturbations in dimensionless form, 

using the following units to dedimensionalize:  for distance, h; 

time, h2/ν; velocity, ν/h; pressure ρν2/h2. Linearizing with respect to 

the perturbations, we obtain from Eq. (1). 
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where us is the particle settling velocity; G is the Galileo number; τv is 

the dimensionless relaxation time; 


 is a unit vector directed 

vertically upward. 

    For a liquid with impurity [6, 10], as for a pure liquid [9], it has 

been demonstrated at the problem of stability with respect to spatial 

perturbations reduces to the problem of stability with respect to 

planar perturbations.  In the case under consideration planar 

perturbations are more dangerous, i.e., they correspond to lower 

Galileo numbers, so that in studying stability it is sufficient to limit 

ourselves to the study of planar normal perturbation:  
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                   (8)    

Here Ψ is the flow function; ϕ, vp, n are the perturbation amplitudes; 

к is the real wave number; с = cr + ici is the complex phase velocity 

of the perturbations (cr is the phase velocity, ci is the decrement). 
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with boundary conditions  

.0)1()1(                                          (10)  

The stability boundary for flow of the liquid with impurity Eq. (7) is 

determined by the condition ci = 0.  The complex phase velocity с 

depends on the problem parameters G, k, а, τv.  То solve the 

boundary problem Eqs. (9) and (10), i.e., to determine the stability 

limits of the flow under consideration and calculate the decrement 

spectrum, we use the Runge - Kutta method of step-by-step 

integration.  

Calculations performed for a wide range of values of the parameter α 

(0.5 ≤ α ≤ 70) show that instability of steady-state motion of the 

liquid with heavy particles is caused by the interaction of oppositely 

directed flows:  the descending central flow and two ascending 

flows near the walls.  Instability in the motion is produced by 

lower modes of hydrodynamic perturbations, while the decrements 

of normal perturbations prove to be complex (traveling 

perturbations).   

The settling particles generate oscillatory (traveling) perturbations 

and encourage their transport.  With decrease in the parameter α the 

stability of the flow induced by particle settling decreases.  In fact, 

at low α the particle distribution in the layer has a sharply expressed 

"tonguelike" character and the flow intensity is high; decrease in α 

leads to an increase in flow velocity and disruption of stability.  

This conclusion is confirmed by calculations of neutral stability 

curves (ci = 0 ,  τv = 0.009, α1 = 20, α2 = 30, α3 = 40, α4 = 45, α5 = 50, 

α6 = 65).  The character of the heavy particle distribution across 

the layer affects the stability of the flow induced by the impurity 

intensely.  

3. We consider convective motion of a fluid containing  an additive 

in a plane layer between infinite parallel vertical surfaces, which are 

constant temperatures – Ө and Ө, respectively. The particles, the 

concentration of which is nonuniform, move through the fluid.    

We obtain a steady-state solution of the equation, describing 

plane-parallel convective motion and we used boundary conditions 

u0(±h)  =  0, T0(-h)=Ө,  T0 (h) = - Ө and the closure condition for 

convective flow. We obtain the distribution of velocities and 

temperatures of the fluid and particle cloud over a section layer: 
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We write the equations in dimensionless form, using the following 

units of measurement: distance h, time h2/ν, velocity ν/h, pressure 

ρν2/h2, and temperature Ө. 

 
4. The stability of convective motion. We investigate the stability of 

the steady-state motion of a medium containing a heavy additive as 

defined by Eqs. (11). To do this, we consider the perturbed fields for 

velocity, temperature, pressure and number of particles per unit 

volume. 

As in the case of a pure fluid [9], one can show for a medium 

containing an additive that the problem of stability with respect to 

spatial perturbations reduces to the corresponding problem for plane 

perturbations. Plane perturbation are more dangerous in the case of 

vertical orientation of the layer, i.e., lower Grashof numbers Gr are 

associated with them. Consequently, it is sufficient to continue the 

investigation to plane perturbations in a study of stability. 

We consider plane normal perturbations 
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Where ψ is a stream function; φ, Ө, n are the amplitudes of the 

perturbations. We obtain a system of amplitude equations (primes 

denote differentiation with respect to x)   
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Boundary conditions are 

 

011  )()(                               (15) 

The boundary-value problem (14) - (15) determines the spectrum of 

characteristic perturbations and their decrements. The complex phase 

velocity c depends on seven independent parameters of the problem: 

Ga, Pr, Ga, k, a, τv, τt,   α. The limit of stability for steady-state flow is 

determined from the condition ci = 0.  To solve the resultant 

boundary-value problem, i.e. to determine the decrement spectrum 

and the flow stability limits, the Runge – Kutta - Merson method of 

stepwise integration was used with orthogonalization of solutions at 

each step in the integration. The method used made it possible to 

carry out calculations to sufficiently large valued of the problem 

parameters: Gr ~ 106, Pr ~ 103, Ga ~106. 

The presence of added particles shows up primarity in the spectrum 

of perturbation decrements. In contrast to the spectrum for a layer of 

pure fluid and the spectrum for a layer with transverse seepage fluid, 

the perturbation spectrum is now considerably richer because of the 

appearance of perturbations associated with the particle cloud. As 

shown by calculations, however, perturbations associated with the 

transport medium remain responsible for the instability of the 

equilibrium state. 

Transverse motion of the particles leads to a considerable change in 

the perturbation spectrum for a stationary layer of pure fluid. 

Oscillational perturbations now appear in the spectrum; they arise as 

the result of coalescence of real levels. With an increase in Rayleigh 

number, these complex-conjugate pairs break down into two real 

levels. Instability, as in the case of a stationary layer of pure fluid, is 

caused by the real branches of the spectrum and has monotone 

nature.  

The effect of particle setting rate on the stability of a layer shows the 

dependence of the minimum critical number Ram on the particle 

setting rate us. Layer stability rises rapidly with increase in us. The 

wavelength of the most dangerous perturbations decreases. In a layer 

of air 2 cm thick, motion of wood particles at a velocity ≈ 25cm/sec 

(a = 0.15, r = 0.008 cm) increase the stability by factor of almost 18. 

With an increase in the particle setting rate, however, the rate of rise 

in the minimum critical Rayleigh number slows down (for |us| ≥ 

180). 

With an increase in particle setting rate, a thermal boundary layer 

begins to form at the lower boundary of the layer. As a result, the 

effective thickness of the stratified layer of gas is decreased (heff < 

h). The characteristic temperature difference of 2Ө remains fixed in 

this case. The critical temperature difference is found from the 

condition (1+a)gβΘ h
3
eff /νχ = const and therefore the critical 

Rayleigh number, which is determined in the usual manner from the 

halfwidth h of the layer, is increased in proportion to the decrease in 

heff, i.e., to the rise in  |us|. This occurs as long as the particles 

“blowup” the distribution of gas temperature increase the thickness 

of the thermal boundary layer at the lower surface. It turns out that at 

high values of the setting rate, further increase leads to insignificant 

distortion of the established distribution of gas temperature and so to 

a small rise in stabilizing effect. 
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Intensification of the distorting effect of particles on the distribution 

of gas temperature is also observed when there is an increase in the 

mass concentration a of the additive. The stabilizing effect of the 

particles on equilibrium stability increases in this case. With an 

increase in the mass concentration a by a factor of two from 0.15 to 

0.37, the minimum critical Rayleigh number increases from 780 to 

203 5 and the critical wavenumber km increases from 2.2 to 2.9. 

Convective equilibrium stability in our case is much higher than the 

stability of a pure fluid. Stability rises with an increase in the relative 

heat capacity b of the particles. Particles having a higher heat 
capacity better absorb the perturbations that are the most dangerous. 

The behavior of the minimum critical Rayleigh number Ram as a 

function of   particle radius (or of relaxation time τv) is similar to the 

behavior of the minimum critical Grashof number in the problem of 

the stability of convective flow in a minimum containing an additive 

in a vertical layer. An increase in r leads to an increase in equilibrium 

stability up to some limiting value r*= 0.0045 at which Ram = 3139. 

The stabilizing effect decreases when r > r*. The critical wave 

number km increase in r and reaches a value of 3.19, and then 

decreases with further increase in r. In contrast to the problem of the 

stability of steady-state convective motion of containing additive, the 

increase in convective equilibrium stability with increase in particle 

size is associated with a decrease in the length of dangerous standing 

perturbations. 

5. A comparison of these results with the results of [10] shows that 

settling particles produce a considerably greater stabilizing effect on 

steady-state flow of a fluid than suspended particles. In fact, neglect 

of particle settling rate in comparison with the velocity of 

steady-state flow of a fluid valid for sufficiently fine particles of not 

too great a density (with respect to the density of the transporting 

medium). Coarse dense particles are more inert than fine particles, 

and it is impossible to neglect their settling rate. The particle slip rate 

with respect to the fluid is of the order of the quantity us. The 

resultant relative motion of fluid and particles leads to additional 

dissipation of perturbation energy in comparison with the case of 

suspended particles.  
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Abstract: The electron beam technological processes like electron beam welding, electron beam additive technologies, etc. depend strongly 

on the characteristics of the electron beam, generated by the electron gun. In this work the estimation of the 3D radial current density 

distribution using training, testing and validation of different artificial neural networks is considered. The model estimation is based on 

experimental measurements of the electron beam current distribution in three cross-sections of the beam at different distances from the 

magnetic lens of the electron gun. The estimated neural models with different structures are compared. Graphical user interface for the 

evaluation of the radial electron beam distribution in any cross-sections of the beam is developed. 
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1. Introduction

The electron beam technological processes like electron beam 

welding, electron beam additive technologies, etc. depend strongly 

on the characteristics of the electron beam, generated by the 

electron gun. The characterization of the electron beam is one of the 

necessary conditions for the transfer of technologies from one 

equipment to another, as well as for the comparison of the quality of 

different electron beam facilities (guns).   

The knowledge of the radial current distribution in different 

beam cross-section planes is the first step in the electron beam 

characterization [1 - 3]. It helps the determination of the crossover 

(focus) position. Better understanding for the electron beam/work-

piece interaction along the beam penetration depth and the ability 

for its prognostication are defined by the simultaneous evaluation of 

radial and angular distribution of the beam electrons. The electron 

beam emittance [4] is a suitable parameter for standardization of the 

electron optical technology systems, which can be calculated 

applying the estimated parameters of the radial and the angular 

distributions of the beam. The evaluation of this parameter is a key 

condition for achieving good quality, repeatability and reproducible 

performance of electron beam welds. The emittance strongly 

influences the ability of the electron beam to penetrate into the 

processed material and directly determines the maximal depth of the 

welded joints, obtained by electron beam welding. This parameter 

forms the basis for transferring a concrete technology from one 

machine to another which will minimize the volume of preliminary 

experimental tests to adjust the process parameters as well as will 

extend the capability of the expert systems to define the process 

parameter settings during welding (or other processing) of different 

materials.  

In this work the estimation of the 3D radial current density 

distribution using training, testing and validation of different 

artificial neural networks is considered. The model estimation is 

based on experimental measurements of the electron beam current 

distribution in three cross-sections of the beam at different distances 

from the magnetic lens of the electron gun. The estimated neural 

models with different structures are compared. Graphical user 

interface for the evaluation of the radial electron beam distribution 

in different cross-sections of the beam is developed. 

2. Experimental conditions

The electron beam spot is analyzed in three cross sections by 

implementation of the beam current point by point measurement in 

100 points (10 × 10) in each cross-section. This number of points, if 

they are small enough, is sufficient to determine several peaks 

(three-dimensional formations in 3D current distribution diagrams 

(Fig. 1). The total measurement time of the selected number of 

tested points – 100 – is approximately equal to for 20 s and the total 

time to determine the value of current density at one point is 140 

ms. 

The procedure for measuring the current in a given position of 

the plates (x, y) is the following: 

a) measuring the current collected by the Faraday cylinder; this

happens in about 15 ms. During this time, this current is measured 

10 - 30 times and its average value is calculated and stored in 

computer memory; 

b) the electron beam is defocused and deflected on a powerful

energy collector; 

c) the analytical plate is moved to the next position. Eventually,

the first protective plate is moved at the same time, if all 

measurements at a given position have been made; 

d) the electron beam is returned to the measuring position at the

focus at which the beam is examined. The time to establish the 

normal focus of the beam (and distribution in the steady beam) is of 

the order of 15 ms. 

After that the measuring the current of the Faraday cylinder at 

the new position of the new point is repeated from point a). 

Fig. 1 Measured electron beam current distributions in three cross-

sections of the beam: z1 = 245 mm, z2 = 170 mm and z3 = 320 mm 

from the end of the focusing coils of the electron gun. 

The data on the current density distributions j(x, y) are obtained 

in three beam sections at distances: z1 = 245 mm, z2 = 170 mm and 

z3 = 320 mm from the end of the focus coils. The parameters of the 

electron beam are: beam power 2.4 kW, beam current 40 mA and 
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accelerating voltage 60 kV. At a distance of z3 = 320 mm is found 

the crossover of the electron beam. 

3. Neural Networks 

Neural networks (NN) are universal approximators with low 

sensitivity to errors, which determines the benefits of their use in 

different application areas [5, 6]. 

For developing an expert system for defining the electron beam 

current density distribution an input-output structure of the neural 

network-based model is used, i.e. the neural network consists of 3 

input neurons, hidden layer (with different number of neurons), and 

1 output neuron.  

The methodology, implemented for developing of neural 

network models, consists of the following general steps:  

 Selecting the type and structure of the NN model structure. 

 Training of the created NN by using the back-propagation 

method experimentally obtained (and/or numerically 

simulated) set of training data to a satisfactory accuracy [5, 7, 

8]. 

 Choosing the neural network model structure. 

 Recall of the trained neural network for prediction, 

investigation and parameter optimization. 

For comparison of the neural network models the mean squared 

error (MSE) (1), as well as the regression multiple correlation 

coefficient R (2) are calculated: 

 1                                     𝑀𝑆𝐸 =
  𝑦𝑖 − 𝑦𝑖 

2𝑛
𝑖=1

𝑛
, 

 2                                  𝑅 =  1 −
 (𝑦𝑖 − 𝑦 𝑖)

2𝑛
𝑖=1

 (𝑦𝑖 − 𝑦 )2𝑛
𝑖=1

, 

where 𝑦  and 𝑦 is the predicted and the experimental values, 𝑦  is 

the overall average of all mean values, and n is the number of data. 

For training, validation and testing of the neural networks, the 

experimental data are randomly separated into 3 parts: 70 % (506 

datasets) for training, 15 % (108 datasets) for validation and 15 % 

(108 datasets) for testing. 

3.1. Feedforward neural network 

Feedforward neural network consists of a series of layers. The 

first layer has a connection from the network input. Each 

subsequent layer has a connection from the previous layer. The final 

layer produces the network’s output. 

Feedforward networks can be used for any kind of inputs to 

output mapping. A feedforward network with one hidden layer and 

enough neurons in the hidden layers can fit any finite input-output 

mapping problem. Two-layer feed-forward network with sigmoid 

hidden neurons and linear output neurons is presented in Fig. 2. The 

network is trained with Levenberg-Marquardt backpropagation 

algorithm [6, 8]. 

 
Fig. 2 Feedforward neural network structure 

 

Matlab environment is used to implement the described 

approach for training NN with different structures of the hidden 

layer – with 3, 5, 10 and 15 hidden units and different random sets 

for training (506 datasets), for validation (108 datasets) and for 

testing (108 datasets). The best four Neural network models, based 

on the experimental observations are chosen. 

The obtained results for the accuracy of the training, validation 

and testing of these four NN models are presented in Table 1 – 

Table 3 correspondently. 

 
Table 1. Feedforward neural network training results 

 
NN with 3  

 hidden neurons 

NN with 5  

 hidden neurons 

NN with 10 

hidden neurons 

NN with 15 

hidden neurons 

MSE 0.007784 0.003978 0.001244 0.002359 

R 0.5245 0.683 0.8182 0.8595 

 
Table 2. Feedforward neural network validation results 

 
NN with 3  

 hidden neurons 

NN with 5  
 hidden neurons 

NN with 10 
hidden neurons 

NN with 15 
hidden neurons 

MSE 0.001902 0.0104 0.004465 0.004205 

R 0.6927 0.6449 0.7561 0.8708 

 
Table 3. Feedforward neural network testing results 

 
NN with 3  

 hidden neurons 

NN with 5  
 hidden neurons 

NN with 10 
hidden neurons 

NN with 15 
hidden neurons 

MSE 0.00611 0.00456 0.01616 0.002229 

R 0.6165 0.7704 0.8719 0.8198 

 

From the tables it can be seen, that from these four structures 

better results are obtained by using the neuron network models with 

a hidden layer, consisting from 15 hidden neurons, due to the 

smaller values of MSE and closer to 1 values of the coefficient R, 

obtained during training, validation and testing stages.  

The NN whit 15 hidden neurons training, validation and testing 

results from accuracy cross-validations for the electron beam 

current distribution estimation are presented in Fig. 3. 

 

 

  

a) training b) validation 

 

c) testing 

Fig. 3 Feedforward neural network whit 15 hidden neurons: a) training, 

b) validation and c) testing results for defining the electron beam current 
density distribution. 

4. Expert System 

Matlab environment is used to develop a Graphical user 

interface (GUI), shown in Fig. 4, which represents a part of an 

expert system for decision making for the management and control 

of the electron beam. 
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Fig. 4 Graphical user interface for 3D electron beam distribution 

estimation. 

 

In Fig. 4 it can be seen that the developed Graphical user 

interface for 3D electron beam radial current distribution estimation 

has a radio-button section “1” for the choice of the structure of the 

Neural network model with several options for the user: 

 Neural Network with 3 hidden neurons; 

 Neural Network with 5 hidden neurons; 

 Neural Network with 10 hidden neurons; 

 Neural Network with 15 hidden neurons. 

 

Once the desired structure of the neural model has been 

selected, a value must be entered in field “2”, within the limits 

indicated below the field (from 170 to 320 mm) for the distance of 

the beam cross-section from the end of the focusing coils of the 

electron gun. 

By pressing the "Calculate" button “3”, the necessary 

calculations are initialized with the selected neural network model 

“1” and the value entered in field “2”. 

Prior to the calculation for the estimation of the electron beam 

current distribution, the expert system checks whether the input 

parameter “2” is correct and whether it falls within the specified 

limits. If the check concludes that the entered value is incorrect, a 

message in the field “4” inviting the user to enter a valid value (Fig. 

5) is displayed. If the input value passes the check and it is in 

considered region, the calculation continues with the chosen neural 

network model and result is graphical presentation of the contour 

plot, shown in field “4”. 

There is a function in Fig. 4 presented by button “5” or “Clear”. 

Pressing this button, the program clears all data from fields “2” and 

“4” and the expert system is ready for the next calculation. 

 

 
Fig. 5 Error message for the incorrect input value. 

5. Conclusions 

In this work presents the results from the estimation of the 3D 

radial current density distribution using training, testing and 

validation of different artificial neural networks. The model 

estimation is based on experimental measurements of the electron 

beam current distribution in three cross-sections of the beam at 

different distances from the magnetic lens of the electron gun. The 

estimated neural models with different structures are compared. 

Matlab environment is used to develop a Graphical user interface 

(GUI) for 3D radial current density distribution calculation, which 

represents a part of an expert system for decision making for the 

management and control of the electron beam. 
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Abstract: This paper presents a comparison of three methods for any pump energy analysis. Each method is used for the analysis of three 

different water pumps from the conventional steam thermal power plant – two feed water pumps (FWP1 and FWP2) and condensate pump 

(CP). For each pump three essential types of mechanical power which defines all energy analysis methods are: delivered power from power 

producer, real (polytropic) power and ideal (isentropic) power. Method 1 which compares delivered and real (polytropic) power show the 

best performances, while Method 3 which compare delivered and ideal (isentropic) power should be avoided because it results with too high 

energy power loss and too low energy efficiency of any pump. Method 2 which compares real (polytropic) and ideal (isentropic) pump power 

can be used as a good compromise for the pump energy analysis in the most of the cases – its results are similar to results of Method 1. 
KEYWORDS: PUMP, VARIOUS ENERGY ANALYSIS METHODS, ENERGY LOSS, ENERGY EFFICIENCY 

 

1. Introduction 
 

    Pumps are unavoidable components of various steam power 

plants [1-3], combined-cycle power plants [4, 5], cogeneration 

plants [6] and many different power and energy systems [7, 8].  

    The pumps function is the same as a function of compressors or 

turbocompressors – increasing of operating medium pressure [9, 

10]. The only difference between pumps and compressors is in 

operating medium – pumps operate with liquids, while compressors 

and turbocompressors operate with gases, vapors and its mixtures 

[11, 12]. 

    In the literature can be found pumps of various types which 

operate in different operating regimes [13]. Regardless of pump 

type or operating regime, the crucial element in energy analysis of 

any pump is taking into account three types of mechanical power 

which defines various losses – delivered mechanical power to pump 

from the mechanical power producer, mechanical power required 

for real (polytropic) pressure increase of liquid and mechanical 

power required for ideal (isentropic) liquid pressure increase. 

    The comparison of the mentioned types of mechanical power 

defines all the methods for any pump energy analysis. In this paper 

is described and presented each energy analysis method for any 

pump and all the methods are compared at each of three pumps 

from the conventional steam thermal power plant. Those pumps are 

two feed water pumps (FWP1 and FWP2) as well as condensate 

pump (CP). For each observed pump are calculated energy power 

losses and energy efficiencies by using each of three energy 

analysis methods. The obtained results are discussed in detail. 
 

2. Pump description and operating characteristics  
 

    As the analysis in this paper will be performed by using three 

water pumps, all of the descriptions and explanations are based on 

the water as the operating medium for the pump (again, it must be 

taken into account that operating medium can be any liquid). 

    Operation principle of any pump is presented in Fig. 1. The pump 

takes liquid (water) of a lower pressure, increases its pressure and 

delivers liquid with a higher pressure to a higher pressure 

component [14]. For the liquid pressure increase, any pump uses 

mechanical power delivered from the mechanical power producer 

which are in the most of the cases electrical motors or in some 

situations steam or gas low-power turbines [15-17]. Mechanical 

power delivered to pump from mechanical power producer is the 

highest mechanical power related to any pump – it takes into 

account all the losses in shafts, bearings, pump inner losses and all 

the other losses which occur in power distribution. 

    For proper pump energy analysis (regardless of used method) are 

required operating parameters of liquid at pump suction side (inlet) 

and at the pump compression side (outlet). Those liquid operating 

parameters at the pump inlet and outlet are liquid pressure, 

temperature and mass flow rate. Therefore, pump operation can be 

analyzed only by measuring described liquid operating parameters 

at both sides of any pump. In Fig. 1, the operating points in which 

the measurements should be obtained are marked with yellow dots 

and marked as water inlet (input) and water outlet (output). 

 

 
 

Fig. 1. Scheme of the pump with two operating points (marked 

yellow) required for the analysis 
 

    Measured operating parameters of liquid at the pump inlet (input) 

and at the pump outlet (output) defines real (polytropic) process of a 

pump, Fig. 2. This process takes into account all the losses which 

occur during liquid pressure increase. Losses during liquid pressure 

increase can be seen in liquid specific entropy increase at the pump 

outlet (in comparison to pump inlet). Second mechanical power 

related to any pump is real (polytropic) power, which is required for 

real (polytropic) pressure increase process. From the measured 

liquid operating parameters at the pump inlet and outlet can be 

calculated mechanical power required for the real (polytropic) 

process. 

    The third and final mechanical power of any pump is ideal 

(isentropic) mechanical power. This power can also be calculated 

from the measured liquid operating parameters at the pump inlet 

and from the calculated liquid operating parameters at the pump 

outlet. In ideal (isentropic) pump process, liquid operating 

parameters at the pump inlet are the same as in the real (polytropic) 

process. However, the difference in ideal and real pump pressure 

increase process can be seen in liquid operating parameters at the 

pump outlet. Ideal (isentropic) pressure increase process is a process 

between the same pressures but with assuming always the same 

liquid specific entropy, Fig. 2. Always the same liquid specific 

entropy during the pressure increase neglected any losses during 

such process. Any real process should be as close as possible to the 

ideal one, but due to losses, real process will never achieve the ideal 

one. By knowing the liquid specific entropy and pressure at the 

pump outlet can be calculated all the other liquid operating 

parameters in ideal process and therefore, from those parameters 

can be calculated ideal (isentropic) mechanical power. 

    Comparison of pump ideal and real pressure increase process, 

Fig. 2, leads to conclusion that in the real process pump will require 

more mechanical power (due to higher difference in liquid specific 

enthalpies at pump outlet and inlet). In both real and ideal pump 

processes, liquid mass flow rate is the same. As any pump is a 

mechanical power consumer, in ideal (isentropic) pressure increase 

process, between the same pressures as in the real process, pump 

will require the lowest mechanical power (in comparison to real and 

delivered mechanical power). From this point of view, for any 

pump is always valid following mechanical power relation: 
 

𝑃delivered > 𝑃real  (polytropic ) > 𝑃ideal  (isentropic ), (1) 
 

    where 𝑃 is mechanical power in (kW). 

MATHEMATICAL MODELING 3/2020

82



 
 

Fig. 2. A comparison of real (polytropic) and ideal (isentropic) 

liquid pressure increase process in specific enthalpy-specific 

entropy diagram 
 

3. Equations for the energy analysis 
 

3.1. General energy analysis equations and balances 
 

    The first law of thermodynamics defines energy analysis of any 

system or a control volume [18, 19]. The general energy balance 

equation, disregarding potential and kinetic energies, is [20]: 
 

𝑄 in + 𝑃in +  𝐸𝑛 in = 𝑄 out + 𝑃out +  𝐸𝑛 out , (2) 
 

    where 𝑄  in (kW) is energy heat transfer, index in is related to the 

inlet (input) and index out is related to the outlet (output). 𝐸 𝑛 is a 

total energy of operating medium flow in (kW) [21], defined by the 

equation: 
 

𝐸 𝑛 = 𝑚 ∙ ℎ, (3) 
 

    where 𝑚  is operating medium mass flow rate in (kg/s) and ℎ is 

operating medium specific enthalpy in (kJ/kg). Overall definition of 

the energy efficiency of any system or a control volume is [22, 23]: 
 

𝜂en =
cumulative  energy  outlet  (output )

cumulative  energy  inlet  (input )
. (4) 

 

    During the energy analysis of any system or a component usually 

did not occur any operating medium mass flow rate leakage, 

therefore it is also valid following mass flow rate balance [24]: 
 

 𝑚 in =  𝑚 out . (5) 
 

    All the general energy analysis equations and balances will be 

used in the following equations of three pump energy analysis 

methods. 
 

3.2. Equations for three energy analysis methods of the pump 
 

    All pump energy analysis methods are based on the principles 

and operating parameters presented in Fig. 1 and Fig. 2. It should be 

noted that in any method must be fulfilled pump mechanical power 

relation presented in Eq. 1. 
 

    Method 1 
 

    The first method of pump energy analysis is based on comparison 

of mechanical power delivered to pump from power producer and 

real (polytropic) power required for real pump pressure increase 

process. The main problem of this method in practical calculations 

is that for many pumps, mechanical power delivered from 

mechanical power producer is not known or measured [25] because 

in each complex process pumps are auxiliary devices. Equations for 

this method will be derived from [26]. 
 

    Pump energy power loss by using this method is: 
 

𝐸 𝑛PL ,M1 = 𝑚 in ∙ ℎin + 𝑃delivered −𝑚 out ∙ ℎout , (6) 
 

    where mechanical power delivered from mechanical power 

producer is measured variable. Mechanical power for the real 

(polytropic) pump pressure increase process is derived from 

measured fluid operating parameters at the pump inlet and outlet: 
 

𝑃real  (polytropic ) = 𝑚 out ∙ ℎout −𝑚 in ∙ ℎin , (7) 

    therefore, pump energy power loss by using this method can be 

presented as: 
 

𝐸 𝑛PL ,M1 = 𝑃delivered − 𝑃real  (polytropic ). (8) 
 

    Pump energy efficiency by using this method is: 
 

𝜂en ,M1 =
𝑚 out ∙ℎout −𝑚 in ∙ℎ in

𝑃delivered
=

𝑃real  (polytropic )

𝑃delivered
. (9) 

 

    Method 2 
 

    A second method of pump energy analysis is based on 

comparison of mechanical power which pump use in real 

(polytropic) pressure increase process and mechanical power which 

pump will use in ideal (isentropic) pressure increase process. This is 

the most common used method due to the highest data availability. 

This method, in fact, compared real pump process with the process 

which can be obtained in ideal situation. 
 

    Mechanical power for the ideal (isentropic) pump pressure 

increase process is: 
 

𝑃idea l (isentropic ) = 𝑚 out ∙ ℎout ,IS −𝑚 in ∙ ℎin , (10) 
 

    where index IS denotes isentropic process. Mechanical power for 

the pump real (polytropic) pressure increase process is calculated by 

using Eq. 7. Pump energy power loss by using this method is: 
 

𝐸 𝑛PL ,M2 = 𝑃real  (polytropic ) − 𝑃ideal  (isentropic ). (11) 
 

    Pump energy efficiency by using this method is: 
 

𝜂en ,M2 =
𝑃ideal  (isentropic )

𝑃real  (polytropic )
. (12) 

 

    Method 3 
 

    The third method of pump energy analysis is based on 

comparison of delivered mechanical power from mechanical power 

producer and mechanical power which pump will use in the ideal 

(isentropic) pressure increase process. Delivered mechanical power 

from mechanical power producer is measured inside the power 

plant, while the mechanical power for the ideal (isentropic) pump 

pressure increase process is calculated by using Eq. 10. 
  

    Pump energy power loss by using this method is: 
 

𝐸 𝑛PL ,M3 = 𝑃delivered − 𝑃ideal  (isentropic ). (13) 
 

    Pump energy efficiency by using this method is: 
 

𝜂en ,M3 =
𝑃ideal  (isentropic )

𝑃delivered
. (14) 

 

4. Water operating parameters at pump input (inlet) 

and output (outlet) required for the analysis  
 

    Three described pump energy analysis methods are compared at 

each of three water pumps which required operating parameters are 

found in the literature [27].  

    Required water operating parameters (pressure, temperature and 

mass flow rate) at each pump inlet and outlet are presented in Table 

1. Observed pumps are two feed water pumps (FWP1 and FWP2) as 

well as condensate pump (CP). 
 

Table 1. Water operating parameters at input (inlet) and output 

(outlet) of each pump [27] 

Pump 
Operating 

point 

Water mass 

flow rate 

(kg/s) 

Water 

temperature (K) 

Water 

pressure 

(kPa) 

FWP1 
Inlet 59.27 452.55 1032 

Outlet 59.27 456.34 18355 

FWP2 
Inlet 59.98 452.55 1030 

Outlet 59.98 456.34 18359 

CP 
Inlet 89.91 315.12 35.28 

Outlet 89.91 316.23 1618 
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    By using water pressure and temperature at the inlet and outlet of 

each pump are calculated water specific enthalpies and specific 

entropies by using NIST REFPROP 9.0 software [28] and presented 

in Table 2. Required water specific enthalpies and specific entropies 

are calculated for both real (polytropic) as well as for the ideal 

(isentropic) water pressure increase process for each pump. From 

Table 2 can be seen that in the ideal (isentropic) pressure increase 

process water specific entropy at the inlet and outlet of each pump 

remains the same. 

Table 2. Water specific enthalpies and specific entropies at input 

(inlet) and output (outlet) of each observed pump in real 

(polytropic) and ideal (isentropic) pressure increase processes 

Pump 
Operating 

point 

Water 

specific 

enthalpy – 

real 

(polytropic) 

process 

(kJ/kg) 

Water 

specific 

entropy – 

real 

(polytropic) 

process 

(kJ/kg∙K) 

Water 

specific 

entropy – 

ideal 

(isentropic) 

process 

(kJ/kg∙K) 

Water 

specific 

enthalpy – 

ideal 

(isentropic) 

process 

(kJ/kg) 

FWP1 
Inlet 760.43 2.1334 2.1334 760.43 

Outlet 785.97 2.1468 2.1334 779.86 

FWP2 
Inlet 760.43 2.1334 2.1334 760.43 

Outlet 785.97 2.1468 2.1334 779.86 

CP 
Inlet 175.79 0.5986 0.5986 175.79 

Outlet 181.82 0.6127 0.5986 177.39 

5. Results and discussion

Energy power of water, calculated for each pump at inlet (input)

and outlet (output) by using Eq. 3 is presented in Fig. 3. It can 

clearly be seen that both feed water pumps (FWP1 and FWP2) have 

much higher energy power inputs and outputs in comparison to 

condensate pump (CP). 

    It should be noted that FWP1 and FWP2 operates with much 

higher water pressures at inlet and outlet (Table 1) in comparison to 

CP, which is used for the pressure increase of condensate obtained 

in power plant main steam condenser.  

    The difference between energy power of water at each pump 

outlet and inlet denotes required mechanical power used in each 

pump (regardless of mechanical power type). Therefore, FWP2 will 

use the highest mechanical power, followed by FWP1, while the CP 

will use mechanical power much lower in comparison to both feed 

water pumps. 

Fig. 3. Comparison of water energy power input and output for 

three observed pumps 

    The mechanical power relation for each pump, presented in Eq. 1 

is clearly visible in Fig. 4. For each of three observed pumps 

delivered mechanical power is the highest one, followed by real 

(polytropic) power, while the lowest mechanical power is ideal 

(isentropic) one.  

    The conclusion obtained from Fig. 3 is also visible in Fig. 4 – 

FWP2 uses the highest mechanical power in comparison to other 

observed water pumps (regardless of the fact is that power 

delivered, real or ideal). Delivered mechanical power to FWP1, 

FWP2 and CP is equal to 1830 kW, 1860 kW and 850 kW, real 

(polytropic) power is equal to 1513.76 kW, 1531.89 kW and 542.16 

kW, while ideal (isentropic) power is equal to 1151.62 kW, 1165.41 

kW and 143.86 kW, respectively. 

Fig. 4. Comparison of delivered, real (polytropic) and ideal 

(isentropic) mechanical power for three observed water pumps 

    Comparison of three methods for the pump energy analysis 

shows the same trends in energy power loss for each of three 

observed pumps, Fig. 5. The lowest energy power loss of each 

pump is obtained by using Method 1 (comparison of delivered and 

real power), followed by Method 2 (comparison of real and ideal 

power). It can be observed that Method 1 and Method 2 gives 

similar energy power loss for both feed water pumps, while the 

notable difference between those two methods in energy power loss 

can be seen only for condensate pump. Method 3 gives much higher 

energy power loss of each observed pump in comparison to the 

other two methods.  

    When comparing energy power loss trends between observed 

pumps, it can be seen that in Method 1 FWP2 has the highest, while 

CP has the lowest energy power loss, Fig. 5. Using Method 2 and 

Method 3 results with same trends in energy power loss – FWP1 

has the lowest, while CP has the highest energy power loss. 

    A detail analysis and possible optimization of each of three 

observed pumps will be performed by using various artificial 

intelligence approaches [29-32]. 

Fig. 5. Energy power loss obtained in all energy analysis methods 

for three observed water pumps 

    Comparison of Fig. 5 and Fig. 6 proves the fact that all of the 

observed pumps are components for which energy power loss and 

energy efficiency are reverse proportional. 

    Therefore, the highest energy efficiency of each observed pump 

will be obtained by using Method 1, while the lowest energy 

efficiency of each pump will be obtained by using Method 3. 

    Obtained energy efficiency for FWP1, FWP2 and CP is equal to 

82.72%, 82.36% and 63.78% by using Method 1; 76.08%, 76.08% 

and 26.53% by using Method 2 and 62.93%, 62.66% and 16.92% 

by using Method 3, respectively, Fig. 6. Again, for both feed water 

pumps obtained energy efficiencies by using Method 1 and Method 

2 are similar, while for the CP used energy analysis methods gives 

quite different results. For the CP, only Method 1 gives an 

acceptable energy efficiency result, while Method 2 and Method 3 

gives unacceptably low energy efficiencies. 

Fig. 6. Energy efficiency obtained in all energy analysis methods 

for three observed water pumps 

MATHEMATICAL MODELING 3/2020

84



    Comparison in energy efficiency between all of the observed 

pumps gives as a result that the highest energy efficiency has 

FWP1, while the lowest energy efficiency has CP, regardless of 

used energy analysis method. 

6. Conclusions

In this paper are presented three methods for any pump energy

analysis. Each of observed methods is used for the analysis of three 

different water pumps from the conventional steam thermal power 

plant – two feed water pumps (FWP1 and FWP2) and condensate 

pump (CP). The most important conclusions are: 

- The best energy analysis method for any pump is Method 1 which

compare delivered and real (polytropic) mechanical power.

- Due to insufficient data (due to unknown delivered mechanical

power from the mechanical power producer), Method 2 which

compare real (polytropic) and ideal (isentropic) pump power can be

used as a good compromise for the pump energy analysis – in the

most of the cases obtained energy power loss and energy efficiency

will be similar as in Method 1.

- The usage of Method 2 in the pump energy analysis can be

questionable for the pumps which operate with low liquid pressure

at the suction side.

- In any case, Method 3 should be avoided for the pump energy

analysis, because it results with too high energy power loss and too

low energy efficiency of any pump.
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Abstract: A mathematical method of linear surrogate parametric synthesis of frame surface non-coaxial eddy current probes with a 

uniform eddy current density distribution in the testing object’s zone is proposed. The metamodel of a frame eddy current probe with a 

planar structure of the excitation system is constructed. Acceptable accuracy of the created metamodel is obtained by using the 

decomposition of the extremum search space and using associative neural networks. Examples of the synthesis of such excitation systems 

using modern metaheuristic stochastic algorithms for finding the global extremum are considered. The numerical results of the obtained 

solution and graphic illustrative material of the density distribution of the eddy currents on the surface in the testing object’s zone are given. 

Keywords: FRAME EDDY CURRENT PROBE, PLANAR STRUCTURE OF THE EXCITATION SYSTEM, EDDY CURRENTS DENSITY, 

UNIFORM SENSITIVITY, NEURAL NETWORKS 

1. Introduction

Creation of favorable conditions for reliable detection of defects 

and determination of their geometrical parameters by means of eddy 

current testing is an urgent and at the same time complex problem. 

A wide range of scientists is engaged in research on the problem of 

creating a homogeneous and tangential field of probes excitation. 

The authors propose the creation of electromagnetic field (EMF) 

with a predetermined topology, which makes it possible to improve 

the selectivity and sensitivity of surface eddy current probes (SECP) 

[1-5]. The solutions usually proposed by them on the a priori given 

properties of the EMF are based on the creation of an uneven 

distribution of the excitation current in the generator coil of the 

SECP or on the use of a special geometry of the excitation winding. 

A detailed review of scientific and technical information on the use 

of EMF excitation with specified properties is given in [6]. Namely, 

a number of works, which reflect the results of studies where a 

uniform distribution of EMF on the surface of an immobile testing 

object (TO) is achieved by linear or nonlinear synthesis, is 

considered. Also in [6], ECP designs, in which a uniform excitation 

field is created by rectangular tangential and normal coils and due 

to the rotational excitation field, are analyzed. 

As a result of the review, it was found that research on the 

creation of mobile ECPs, which provide uniform sensitivity in the 

testing zone, were not carried out according to the information 

available to the authors.  

2. Background and the means for solving the

problem 

Linear and nonlinear synthesis of mobile circular SECP with a 

planar structure of the excitation system (ES) are described in a 

number of works by the authors [7-9]. In this case, options for the 

uniform and uneven placement of the coil sections along the radius, 

that located at the same height z0 above the TO, are considered. The 

response surface is described by the dependence of the eddy 

currents density (ECD) distribution on several parameters 

J = f(x, y, r), namely, the spatial coordinates x, y of the testing zone 

on the TO surface and the radius r of the excitation coil sections. 

The sought parameters for the linear synthesis procedure are the 

MMF Iw of each coil, and for the nonlinear one they are the coil 

radii and MMF. For such structure of ES the value of the reduced 

error of the homogeneity of the ECD in the testing zone is obtained 

from 9 to 12%, which is a satisfactory result.  

The authors have also carried out a number of studies of circular 

SECP [10]. The probes had a volumetric homogeneous ES structure 

both with a uniform arrangement of sections Δr = const, Δz = const, 

and with an uneven one – Δr = var, Δz = var, where Δ is a 

parameter increment. To solve such a synthesis problem, a 

multiparametric ECP metamodel  , , , 0J x y r z  was previously

created, the construction features of which are considered in [10]. 

The obtained results of numerical experiments demonstrate the 

advantages of the synthesized volumetric ES structures in 

comparison with planar ones to ensure the requirements of 

uniformity. 

At the same time, in addition to the considered ES structures 

with circular turns, there are also ESs in the form of rectangular 

frames with different positions relative to the TO, for example, 

parallel to the TO or perpendicular to it. Therefore, it is advisable to 

investigate a frame probe with a planar ES structure, consisting of a 

set of normal coils (see Fig. 1). 

Fig. 1 The source of the exciting field in the form of a rectangular turn. 

3. Solution of the problem

The purpose of the work is to create a method for linear 

surrogate synthesis of a frame non-coaxial ECP with a planar 

structure of the ES and uniform sensitivity in the testing zone. The 

method is provided by using a stochastic extremum search 

algorithm. 

Before considering the SECP of a planar structure with a frame 

ES, let us first dwell on an EMF excitation source in the form of a 

single rectangular turn, which is a constituent element of such a 

structure. A rectangular turn with dimensions a x b is supplied with 

alternating current І and frequency  and is located at a height z0 

above the TO of thickness d with constant specific electrical 

conductivity  and magnetic permeability µr (see Fig. 1). The 

medium is considered linear, isotropic and homogeneous one. The 

velocity of the coil movement  , ,0x y    relative to the TO is 

constant. 

The interaction of the field source in the form of a single turn 

with the TO is determined by the ratios of the complex components 

of the magnetic induction along the spatial coordinates Bx, By, Bz. 

They are obtained as a result of solving Maxwell's differential 
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equations [11, 12] under the condition of continuity of tangential 

Н1t = Н2t and normal B1n = B2n components of the field at the 

interface between media 1 (air) and 2 (TO medium): 
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7

0 4 10   H/m – the magnetic constant in vacuum; 1j   ; 

,  – variables of integration. 

The mathematical model of the ECD distribution on the TO 

surface is determined through the partial derivatives of the magnetic 

induction components (1) - (3) with respect to spatial coordinates. 

Fig. 2 shows the ECD distribution obtained using a mathematical 

model for a single frame turn of 15 x 15 mm. The ECD distribution 

has a substantially non-linear characteristic in the testing area. It is 

possible to improve the distribution, namely to bring it closer to the 

desired uniform one (see Fig. 2), using a system of coils of various 

ES structures, as it is shown by the authors using the example of 

circular ECPs [7-10]. 

 

Fig. 2 ECD distribution on the TO surface: 1 - desirable; 2 - created by a 

single turn of rectangular shape. 

The planar structure of the ES of a rectangular shape is a set of 

sectional coils connected in series with the dimensions of the sides 

ai x bi and a rectangular section, the width and height of which for 

each coil is individual qi x τi (see Fig. 3). The coils are switched on 

oppositely or matched "across the field" and are located at the same 

average height z0m above the TO. In this case, each i-th from M 

excitation coils (i = 1, ..., M) is located in space uniformly 

Δa = const, Δb = const (see Fig. 3). 

 

 

Fig. 3 Planar structure of ES of rectangular shape. 

The synthesis problem of a rectangular coils system is 

formulated in an optimization formulation by minimizing a 

quadratic functional [7]. The analytical mathematical model for 

calculating the ECD distribution, which is created by a real system 

of coils, taking into account their transverse section, is cumbersome 

and complex. Since, in addition to improper multiple integrals of 

the first kind, the model also contains additional integration over the 

cross-sectional area of the coil. Therefore, the technology of 

surrogate optimization is used to implement the problem of optimal 

synthesis in order to reduce the resource consumption of 
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computations. The main stages of the technology are described in 

[7, 8, 13]. 

According to the surrogate optimization algorithm, the first 

stage is the construction of an ECP metamodel based on a computer 

experiment design. Since the topology of the response hypersurface 

is complex, the computer experiment design for the 

multidimensional plan is based on a combination of Sobol’s LPτ-

sequences. These sequences have the best indicators of centered and 

cyclic divergence, namely sequences  
6 7 12
, ,    [14]. 

Among a wide class of methods for constructing metamodels 

[15], taking into account their advantages and disadvantages for the 

approximation of multidimensional response surfaces, a heuristic 

method based on artificial neural networks (NN) was chosen, 

namely RBF - neural networks with a nuclear Gaussian activation 

function. At the same time, as has been repeatedly demonstrated in 

a number of works [7-9], it is inappropriate to use a single RBF-

neural network given the large error of the metamodel obtained in 

this way. Therefore, the study uses a hybrid approach with the 

simultaneous use of search area decomposition and associative 

techniques of NN [7, 15]. Thus, metamodels for each subdomain 

using additive NN regression were obtained [15, 16]. At the same 

time, to improve the accuracy, a bagging-procedure for forming 

subsamples was used. For the formation of the NN committee, the 

best networks were selected according to the indicators of the 

coefficient of determination R2, the ratio of standard deviations 

S.D.ratio, mean absolute percentage error MAPE,%. Then the 

output of each NN stage is formed by averaging over an ensemble 

of NNs with a performance of more than 90% [7, 9, 15]. 

In what follows, we restrict ourselves to considering the 

particular case of a rectangular frame, namely a square frame, when 

the average dimensions are equal to ami = bmi and, respectively, the 

increment Δ of the parameter is constant Δa = Δb = const. The 

metamodel, as a function of three parameters ˆ= ( , , )
m

J f x y a , is 

constructed for the movable structure of the ES in the form of a 

complex of square-shaped ampere-turns. To construct a metamodel, 

the ranges of variation of the variables are as follows: spatial 

coordinates of the testing zone x = - 35 ... 35 mm; y = 0 ... 25 mm; 

dimensions of ES coils am = 3 – 15 mm. In this case, according to 

the size of the coil am, the search area is divided into six subregions 

Ia (3 ≤ a < 5 mm), IIa (5 ≤ a <7 mm), ІІІа (7 ≤ a < 9 mm), 

IVa (9 ≤ a < 11 mm), Vа (11 ≤ a < 13 mm), VІа (13 ≤ a ≤ 15 mm). 

All other parameters are constant and amounted to: d = 10 mm, 

zm = 3 mm,  40,0,0   m/s, frequency of the excitation current 

f = 1 kHz, electrophysical parameters of the TO material, 

respectively,  = 3.745107 S/m and µr = 1. 

As a result, metamodels, for which the value of MAPE,% for 

different subranges is from 7.38 % to 14.91 % when teaching NN 

and, respectively, from 7.97 % to 14.24 % when reproducing the 

response surface using NN, were obtained. The reproduction of the 

response surface was performed on the number of reproduction 

points Nreproduction that is larger than number of training points 

Ntraining using a formula describing the output of an RBF-neural 

network [10]. 

Next, the problem of linear optimal synthesis was solved. In the 

objective function formula, the obtained RBF-metamodel of ECP 

was used instead of the "exact" mathematical model. 

At the same time, the desired ECD distribution, which must be 

obtained as a result of solving the problem, was set, namely, the U-

shaped distribution of ECD with intensity Jreference = 40000 A/m2 in 

the testing zone (7 ≤ x≤ 17) mm (see Fig. 2 graph 2). 

To solve nonlinear inverse problems, it is advisable to apply 

stochastic algorithms for finding the global extremum [17]. In this 

research, the solution using several algorithms is obtained. First of 

them is a hybrid algorithm based on the genetic one with local 

search using the Nelder-Mead simplex method. The second is a 

swarm of PSO-RND particles with a random link topology strategy. 

In addition, the next one is a population metaheuristic optimization 

algorithm by a swarm of particles with evolutionary formation of 

the swarm composition. It is a low-level hybridization of the genetic 

algorithm and the PSO algorithm. As a result of the solution of the 

nonlinear inverse problem, the MMF Iwi of each ES coil was 

determined, which together provide an approximation of the created 

ECD distribution to the specified on the TO surface in the testing 

zone. 

4. Results and discussion 

For numerical simulation, the variants of ES structures with a 

different number of square coils M = 3 - 5 were specified, the 

distance between which is uniform Δa = const (see Fig. 3). A 

preliminary analysis of the synthesis results allows one to select 

several ES structures. They have the best approximations to a 

uniform U-shaped ECD distribution, the width of which in the 

testing zone is lref = 10 mm. The numerical results of solving the 

synthesis problem are presented in Table 3. 

Table 3: Results of linear synthesis of the ES frame probe with different 

structures 

№ 

Synthesized excitation systems 

М=3 
М=4 

variant 1 variant 2 

а, 

mm 

Iw, 

А×turns 

а, 

mm 

Iw, 

А×turns 

а, 

mm 

Iw, 

А×turns 

1 6.5 -0.656 4.5 -0.421 6.5 -0.898 

2 10.5 1.5 7.5 0 9.16 1.24 

3 14.5 0.75 10.5 1.01 11.82 0.503 

4   14.5 0.364 14.48 0.343 

In table 3 the sign "-" for MMF means the opposite connection 

of the coil. 

For synthesized ESs, according to "exact" mathematical 

expressions (1) - (3), the results of the ECD distribution along the 

Ox axis were obtained, as shown in Fig. 4, 5 (graph 1). In these 

figures, graph 2 is a given desired ECD distribution in the testing 

zone. Also, for comparison, these graphs show the ECD distribution 

created by a single rectangular turn (graph 3).  

 

Fig. 4 ECD distribution created by the ES structure of three coils. 

For clarity, the results of numerical experiments obtained as a 

result of linear synthesis of SECP are shown in Fig. 6 by the lines of 

the ECD level. 
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а) b) 

Fig. 5 ECD distribution, created by the ES structure of four coils: a) option 1; b) option 2. 

   
а) b) c) 

Fig. 6 ECD distribution in the form of level lines, obtained as a result of linear synthesis of ES structures: a) for three coils; b) for four coils, option 1; c) for 
four coils, option 2. 

Comparative visual analysis of the width of the uniform ECD 

distribution of the obtained ES structures with a different number of 

coils shows almost the same result. However, the preference must 

be given to a structure that provides it with their smaller number, 

that is, M = 3. 

If the synthesized ES structure is compared with a single 

rectangular turn in the sense of the uniform ECD distribution 

created by them, then, undoubtedly, the best results were obtained 

for the planar ES, which is illustrated by the graphs in Figs. 4, 5 

Thus, in the research by numerical experiments, the efficiency 

of solving the problem of linear synthesis of a frame ECP with a 

planar structure of the ES is shown. 

Analysis of the results of linear synthesis indicated that it makes 

sense to carry out additional studies using nonlinear synthesis in 

order to clarify the geometric dimensions of the sectional coils. 
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Abstract: It is created computer model of wire extrusion process with Matlab. The model is verified by comparing the simulated results with 

experimental. 
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1. Description of wire extrusion process and 

definition of the model 

The extrusion process is an essential method for the production 

of wires and rods (shown in Fig.1). Metal shavings, powder or 

granules are usually placed in a closed cylindrical container – 

matrix. Pressure from a tight-fitting rotation piston is applied. The 

piston rotates at a certain angular velocity. Due to the friction 

between the piston and the metal in the cylindrical container, heat is 

generated. Due to the heating and the applied pressure, plastic 

deformation occures in the metal raw material. The metal begins to 

come out through external channel in the piston, cools and 

crystallizes in the form of a wire or rod. 

 

Fig. 1 Principal structure of the wire extrusion process[1]. 

 

The amount of generated heat in the extrusion process is 

determined according to: 

 (1) 

Where Ssum is total contact area; 

Ffr – friction force; 

α=90о – angle between the piston surface and the metal in the 

cylindrical container  

The total contact area is determined according to: 

 (2) 

Where S=πr2 is the area of the piston; 

r – radius of the piston; 

n=ω*t – number of cycles the piston does; 

ω – angular speed of the piston; 

t – time of the extrusion process. 

The friction force is determined according to: 

 (3) 

Where N is the force applied by the piston; 

µ – friction coefficient between the piston and the extruded metal. 

By (1), (2) and (3) follows that the total amount of generated 

heat during the extrusion process is: 

 (4) 

To create the geometry of the model, the volume of the 

cylindrical container of the extruder is defined as the sum of 

elementary cubic cells along the X, Y and Z axes. These cells 

represent elementary volumes in each of which the given 

mathematical operations are performed. 

The dimension of the created three-dimensional data array H (x, 

y, z) determines the size of the elementary volume for which the 

calculations are made and to which the value of the respective cell 

of this array is assigned. The size of this unit cell is determined 

according to: 

 (5) 

Where d is the size of the elemental cell; 

D – the size of the element by the respective axis; 

X – the dimension of the three-dimensional array along the 

respective axis. 

The sampling time is determined by the number of steps. They 

are determined according to: 

  (6) 

Where Δt is the time of one sampling step; 

textrusion – the total amount of time of the extrusion process; 

Nsteps – the number of sampling steps. 

Considering the generated heat energy for a single cell with 

extremely small dimensions and we have in mind (4) and (6), we 

have: 

 (7) 

The increase in temperature depends on the amount of energy 

absorbed in the volume of the substance and is determined 

according to: 

 (8) 

Where с is specific heat capacity of the material; 

m – the mass of the heated detail; 

V – the volume of the heated part; 

ρv – density of the material. 

For elementary cell (8) is determined represented as: 

 (9) 

The intensity of thermal conductivity is proportional to the 

temperature change in the considered direction. It is determined by 

Fourier's law: 

  (10) 
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Where Q is the full heat flow; 

Sx – area of the heat flow conduction; 

λ – thermal conductivity coefficient. 

dT/dx – determines the rate of change of temperature in X axis (the 

direction in which the heat transfer is considered). 

For elementary cell (10) is determined represented as: 

 (11) 

The coefficient of thermal conductivity is a material constant 

that depends on temperature and is determined by: 

 (12) 

Where λ0 is the coefficient of thermal conductivity at 0оС; 

α – experimentally determined constant depending on the type of 

material. 

The heat balance for each cell of the model is defined as the 

sum of the incoming heat transfer and the generated heat by friction 

on the one hand and the outgoing heat transfer and the accumulated 

heat in the cell on the other. 

 

 (13) 

2. Verification of the model 

To create the computer model [2], the Matlab software product 

is chosen, which has very good computational and visualization 

capabilities, with the help of which the programming of the 

simulation model is greatly facilitated. 

The verification of the model is performed by measuring the 

temperature of the extruded wire at the point where it comes out 

from the external in the piston channel. The extrusion is performed 

[3,4] using a hydraulic press for discrete extrusion ПХДЕ4000/ 

1000, and the temperature measurement is non-contact – using an 

IL-92 pyrometer. The information is read via a USB interface from 

a laptop and processed in real time. 

The process of extrusion is conducted with aluminium shavings. 

The coefficient of friction between aluminium and metal is 

considered to be 0.47. The applied pressure is 1000kN and the 

angular speed is 1rpm. The diameter of the extruded wire is 5mm. 

The temperature at the start of the extrusion process is Т0 = 17оС. 

Fig. 2 graphically presents the simulated and measured 

temperature. The temperatures reached by the extrusion process 

(simulated and measured) are below the melting point of 

aluminium, as this is the temperature to which the pyrometer has 

access to measure – the point at which the extruded wire exits the 

external in the piston channel. 

 

Fig.2 Simulated and measured temperature reached in the extrusion process. 

 

Because of the nature of the process the piston moves inward 

into the cylindrical container, i.e. shifting the point at which the 

temperature is measured to a colder point of the wire. This 

displacement is not large and is relatively slow, as its effect is 

partially compensated by heating the piston, which leads to less heat 

loss in it. 

The difference between the simulated and the measured 

temperatures is within 5-8%, as the simulated temperature is 30-

35oС higher. The main reason is the simplification of the model and 

the complex definition of the influence of the piston. 

3. Conclusions 

It is created simulation model of the extrusion process from 

aluminium shavings. The model simulates temperature with 30-

35oС higher than the measured. 

The created model can be optimized by better defining of the 

influence of the piston of the extrusion press. 
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Abstract: Thermal comfort and indoor air quality highly depend on proper design of Heating, Ventilation and Air Conditioned (HVAC) 

system. These system require large amounts of energy. Efficient use of energy leads to new concept design of HVAC systems. In this article, 

energy consumption in office building is analysed using Hourly Analysis Program (HAP) software. The aim of this research work is focused 

in estimation of office building energy consumption considering three different HVAC systems, respectively. Therefore, Variable Refrigerant 

Flow (VRF) system, HVAC 2-pipe and HVAC 4-pipe system were analysed with respect to energy consumption. A typical office building 

placed in Tirana, of 5000 m2 of total area is used for this study.  

Keywords: HVAC 2-pipe, HVAC 4-pipe, VRF, ENERGY CONSUMPTION, OFFICE BUILDING,  

 

1. Introduction 

Heating Ventilation Air Condition (HVAC) systems purpose is to 

maintain good indoor air quality and provide thermal comfort. 

HVAC systems are among the largest energy consumers. The 

building sector accounts approximately 30% of total energy 

consumption in Europe and USA [1]. According to [2] in 

commercial buildings energy requirements of HVAC systems for 

heating account to 5%, thus 14% for cooling and 12% for 

ventilation of the area.  

Optimal design and use of energy efficient systems challenges 

the everyday work of HVAC engineers. The selection of HVAC 

systems in a given building will depend on the climate, the age of 

the building, individual preferences of the owner, project budget 

and the architectural design of the building. Building sector has a 

significant increase in the recent years in Albania. The country has 

implemented EU and international standards for energy 

consumption. HVAC systems energy. In this study energy 

consumption in a selected office building has been analyzed using 

Hourly Analysis Program (HAP) software [3]. For this task three 

different HVAC systems are chosen, which refer to main systems 

applied currently in Albanian capital. Thermal calculations are 

based on mathematical models with respect to international standard 

ISO13790:2008 for energy use and thermal performance of 

buildings [4]. The goal of this work is to evaluate energy 

consumption in heating and cooling for the five floor office building 

with respect to HVAC system design.  

2. Building characteristics  

The office building used for this study is placed in the capital, 

Tirana. For energy simulations some critical information about 

building geometry, environment, equipment, and HVAC system is 

necessary. Energy prices in the Albanian market is a key factor for 

proper calculation and design of the system.   

 
Fig.1. Cross sectional view of the office building 

All the necessary information for the building has been 

collected for this study.  In the table below are presented the data of 

the building. Area of each floor is 1000 m2 and total area of the 

building is 5000 m2.  

Table 1: Building characteristics and outdoor condition data 

Building 
characteristics 

Value  
 

Unit 

Total Area  5000  m2 

Activity level Office   

Ventilation 
requirements 

2.5  
L/s 

Occupancy 105 people 

Wall overall U 

coefficient  
0.302 

W/m
2o

C 

Roof overall U 
coefficient  

0.304 
W/m2oC 

U coefficient of 
Windows (Al 

with thermal 
break) 

2.718  

 
W/m2oC 

Summer design 

dry bulb 
temperature 

35  

oC 

Winter design 
dry bulb 

temperature  
-2.2  

oC 

 

The characteristics of the building elements are taken into account 

from the layout of the building and information about the use of the 

building is collected in place.  
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Fig.2. Yearly temperature profile for Tirana 

The diagram of climate data for the capital Tirana is presented in 

Fig 2. The data collected for the period from January 1st to 

December 31 give the dry and wet bulb temperature profile for 

Tirana. 
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3. Results & Discussions 

HVAC system on the office building considers three different 

technology solution. VRF systems have been developed since early 

90s. These systems offer high energy efficiency with precise 

temperature and humidity control as well as high flexibility in 

modulating individual indoor units provide the desired cooling 

and/or heating in each area.  VRF systems can save up to 40% 

energy over comparable unitary equipment.  

HVAC two-pipe system are suitable when heating and cooling 

share hydronic piping. Each terminal unit Fan-Coil is equipped with 

one supply pipe and one return pipe. These systems are ideal for 

warm, tropical climate because heating load is rarely required.  

HVAC four-pipe system are designed when heating and cooling 

require separate hydronic piping. Each Fan-Coil has two supply 

pipes and two return pipes. These system are suitable in multi-

climate areas, because for example fan-coils can deliver 

simultaneous cooling and dehumidification by using cold and hot 

water at the same time.  For this study energy consumption 

simulations are carried out. The HAP software was used for the 

building energy performance analysis. Each system performance is 

simulated separately. We have accepted building operation time and 

occupancy load do not change throughout the year.  

The lighting is accepted at equal values for all office areas. The 

lighting equipment load is 5 W/m2. 

Electrical equipment load is 12 W/m2. 

According to [6] the activity level of the building premises is 

considered as office space with sensible heat 71.8 W/person and 

latent heat 60.1 W/person. 

In Fig.3 and 4 is shown the distribution of heating and cooling 

building energy consumption during the year for the three systems 

taken into consideration.  
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Fig.3. Building energy consumption in heating for three considered 

systems 
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Fig. 4. Building energy consumption in cooling during the year in 

kWh/year 

It is obvious that VRF systems use have a slightly increase on 

energy consumption during cooling and heating compared to other 

systems. For the cooling period the peak energy consumption 

results on 83,642 kWh, in July by the VRF system. Considering the 

building typology the cooling period starts in the early March and 

ends by in the beginning of November. For the remained period the 

cooling demand accounts to a few kWh, intended for server room in 

building.  
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Fig.5. Building total energy consumption for each system in 

kWh/year 

In Fig.5 a profile of total energy consumption of building is 

presented. As can be viewed from the graph energy consumption 

has an increase during midseason and peak in summer. This is due 

to building high cooling demand during summer. Therefore, total 

energy consumption in summer equals for VRF system equals to 

84,134 kWh. For 2-pipe and 4-pipe HVAC systems this value is 

slightly lower compared to VRF. Another important indicator we 

can evaluate is specific energy consumption related to building total 

area. For this study calculated specific energy consumption of the 

building is shown in Fig.6. 

0.00

2.00

4.00

6.00

8.00

10.00

12.00

14.00

16.00

18.00

Jan
u

ary

Feb
ruary

M
arch

A
p

ril

M
ay

Ju
n

e

Ju
ly

A
ugust

Sep
tem

b
er

O
ctob

er

N
ovem

ber

D
ecem

b
er

VRF system DX coil

HVAC FC - 2 pipe ( water)

HVAC FC - 4 pipe ( water)

 

Fig.6. Specific energy consumption in kWh/m2 during the year  

Specific energy consumption of office building for the entire period 

respecting indoor thermal comfort and air quality represent an 

important parameter for energy building performance. Energy 

calculation in HAP software shows that HVAC 2-pipes and 4-pipes 

system have a slightly decrease on energy consumption for same 

thermal conditions of the building. The difference in summer period 

when cooling demand increases is approximately 2 kWh/m2. This is 

a considerable figure which should be taken into consideration 

when designing HVAC systems in office building for Tirana 

climate conditions.  
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4. Conclusion  

In this article we shortly described the importance of HVAC 

systems related to energy requirements. Efficient use of energy calls 

for a new approach in HVAC system design considering the 

building character, architecture, environment, climate conditions 

energy prices, etc. A typical 5-floor office building placed in capital 

Tirana was used for this study. Three classic systems were analyzed 

in this work: VRF system, HVAC 2-pipes, HVAC 4-pipes system. 

All three systems are centralized HVAC and have great potential for 

energy savings.  The physics of the building and yearly temperature 

profile of the city was taken into account. HAP software has given a 

profile of energy consumption for heating and cooling of the 

building during the year. Cumulative calculations shows the total 

energy consumption for each single system. As shown by 

simulations it is evident that for Tirana climate conditions the VRF 

system results on higher energy consumption compared to 2-pipes 

and 4-pipes HVAC system. Average specific energy consumption 

of three systems is 80.4, 72.3 and 73.1 kWh/m2 respectively. No 

system cost considerations were taken into account for this study. 
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Abstract: The aim of this work is the implementation of the virtual hybrid human body model Virthuman into the pedestrian traffic collision 

scenarios. The pedestrians are the most vulnerable traffic road users and they are exposed to a high risk and suffer with serious injuries and 

responsible for high number of death and injuries. The interest of the study of simulation of a car crash accident is motivated by the effort to 

decrease these numbers. The authors use a virtual model of the full human body called Virthuman here. This model was built based on 

combination of two modelling approaches, particularly multibody and finite element. Such method is call a hybrid approach and keeps 

advantages of both principles. The model was fully validated against published experimental data (particular body segment tests as well as 

full body tests) and was successfully used in the number of applications. The purpose of this paper is to present the model as a suitable tool 

for pedestrian collision modelling and injury risk assessment. Besides the description of the model, the examples of the application towards 

pedestrian safety are going to be presented here.  

KEYWORDS: HUMAN BODY MODEL; VIRTHUMAN; PEDESTRIAN SAFETY; ACCIDENT RECONSTRUCTION; INJURY RISK 

1. Introduction

Pedestrians are the most vulnerable road users and they are

exposed to a high risk in the collisions with the vehicles. The

statistical data shows that pedestrians are still responsible for the

second biggest number of fatalities and injuries on the road; about

2.000 in the Czech Republic [1, 2] 40.000 in the EU and 1.25

million around the globe annually, [1, 3, 4, 5].

Moreover, the recent studies in Europe indicate that the 

passenger cars are one of the most often involved in the collisions 

with the pedestrians. Figure 1 summarizes the distribution of the 

vehicle type participating in the pedestrian collisions in the Czech 

Republic in years 2009-2014 [6] 

Figure 1: Distribution of the vehicle type involved the pedestrian 

accident in the Czech Republic in 2009-2014 

Recently, the virtual human body models are being used more often 

and virtual approach in the biomechanical fields. The virtual 

prototyping in the automotive industry takes benefit from the 

numerical models of the humans. The models are mostly based on 

the finite element method, articulated rigid bodies (multibody) or a 

hybrid approach that combines advantages of both approaches. The 

review of the current state of biomechanical human body models is 

given for instance in [7, 8].  

This work demonstrates the application of the virtual human body 

model Virthuman in various road traffic incidents including the 

pedestrian. Firstly, the Virthuman is described. Secondly, the 

model is used in the real accident reconstruction, sensitivity 

analysis of the gait posture during frontal car to pedestrian crash 

and simulation of such scenario, or development of new tram front-

end design. 

2. Methods

2.1. Virthuman 

The Virthuman model is a hybrid model combining the two main 

modelling approaches, the deformable elements and rigid body 

segmentation within the multi-body (MBS) structure. The basic 

structure of the human is modelled using the multi-body and 

consists of rigid segments connected via kinematic joints. The 

anatomical shape of the human is modelled using finite element 

surface segments connected via non-linear springs and dampers to 

the basic MBS structure. Virthuman model can be easily used as a 

pedestrian, driver or passenger of a car. The Virthuman model is 

also a fully scalable human model taking the gender, age, size and 

weight of the particular subject into the account [9]. The scaling 

algorithm implemented in the model is based on a large 

anthropometric database [10] measured in the Czechoslovakia in 

1980’s. The example of a size variable Virthuman model is 

demonstrated in Figure 2, where a small child, a big male and an 

average female are shown.  

Figure 2: Scaled Virthuman model. 6-year-old child, 110 cm, 17 kg 

(left); 40-year- old male, 190 cm 

The model was fully validated against a large set of validation tests 

and especially validated for the pedestrian impacts [11, 12]. The 

full-body tests as well as the detailed tests for the particular human 

body segments were performed to ensure the boofidelity of the 

Virthuman model. There is an automatic algorithm for evaluation 

of the specified criterion based on various mechanical quantities 

(e.g. contact force, acceleration, displacement, torques etc.), 

implemented in the model [13]. The list of the evaluated criterion is 

based on EuroNCAP rating and is available in [12], see Figure 3. 

Figure 3: Example of injury risk evaluation within Virthuman 

model 
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3. Application example 

 

The Virthuman model has a great benefit of the fast calculation 

time, a simple definition of any initial stature (position of the 

body), scaling algorithm (personalized subjects) and also the injury 

prediction. Thus, the model is very useful in the cases, where a 

large number of calculations is required or different postures and 

different occupants need to be analysed. It does not deal with the 

detailed injury of all tissues (hard or soft), since the model does not 

have any internal structures. However, it can still bring the 

knowledge of mechanical loading, which can be interpreted in the 

way of human injury. This paper presents several cases of 

Virthuman applications as a pedestrian. 

 

3.1. Sensitivity analysis of the human gait posture on the 

injury 

 

Sensitivity analysis of the frontal pedestrian-to-car collision is 

presented. The collision of the pedestrians with the vehicle can be 

divided into two phases: the primary contact (the human with the 

car) and the secondary contact (the human with the ground). 

Significant injuries can occur in both phases. The main focus of the 

research lays obviously on the primary contact [14, 15, 16, 17, 18, 

19], since the ground contact depends on the material of the 

landing area, which is hardly to be improved. The research data 

from Yang [4] shows that a majority of the pedestrian accidents 

occurs while walking. In our previous work, [19], the authors were 

focused on the analysis of the human gait and its effect on the 

frontal crash with the vehicle [20]. The main effort was the analysis 

of the different gait postures and the walking speed of the 

pedestrian. The experimental measurement of the volunteer gait 

was used for identification of the particular body joints angles of 

rotation, see Figure 4.  

 
Figure 4: Angles of rotation in the human joints, Spicka et al. 

(2017) 

 

The human gait was afterwards divided into 9 phases, see Figure 5. 

 
Figure 5: Human gait phases  

 

Consequently, the pedestrian was also rotated around the vertical 

axes, to capture the effect of the different directions of impact, see 

Figure 7. Authors used simple multibody structure of the external 

car-bonnet shape (m = 1200 kg, v0 = 45 km/h) with the validated 

virtual springs and dampers [11, 21], to preserve the calculation 

time as shortest as possible, see Figure 6 and Figure 7. 

 

 
Figure 6: Configuration of the testing collision 

 

 

 
Figure 7: Initial posture of the pedestrian with respect to the car 

 

Such analysis shows, how the initial posture of the pedestrian 

(especially position of the upper end lower extremities) can affect 

the overall kinematics and injury of the human.  

 

3.2. Accident reconstruction  

 

Next application example is a reconstruction of a real traffic 

collision between the car and the pedestrian. The specific 

pedestrian (defined by age, gender, size and mass) including her 

injury as well as the car (make and model, and the photo from the 

accident) were available. The accident protocol contains a 

description of the car damage and the injuries sustained by the 

pedestrian. The effort of the accident reconstruction was not only to 

meet the damage of the vehicle (shape and maximal bonnet 

intrusion), but also the pedestrian injury. 

 

The goal was to find the initial position, that could result in such 

pedestrian injury and the car deformation and to test, if the 

available conditions could meet such results with the advantages of 

the numerical modelling. The defined accident involves the car 

Skoda Roomster 1.4 (the mass = 1205 kg, the dimensions 4.2 x 1.7 

x 1.6 m and the initial velocity v0 = 30 km/h) hitting the pedestrian 

(female, 77 years old, mass = 70 kg, the height = 167 cm) from her 

left side. The injury sustained by the pedestrian is summarised as 

follows, together with Abbreviated Injury Score (AIS) [22], see 

Figure 8: 

 

 

 

 

 Head contusion. 

 Scapula fracture. 

 Fracture of 3rd - 8th left ribs. 

 Abruption of the L1 vertebra. 

 Left ankle fracture. 

 Left subtalar joint fracture. 

 Left knee contusion and abrasion. 

 Total injury severity score ISS = 14. 

 

Figure 8: Pedestrian injury 

 

The damage of the car was only on the frontal part, 

mainly the right corner of the bonnet. The deformation of the 

frontal part of the car, i.e. the bonnet and the bumper, as well as 

overall configuration of the accident are highlighted in Figure 9. 
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Figure 9: Deformed Skoda Roomster bonnet 

 

The goal was the reconstruction of the real collision with respect to 

the given initial conditions, which requires not only the pedestrian 

dynamics and injuries, but also the car damage to be as close to the 

real collision as possible. The exact position of the pedestrian was 

not known. However, with the advantages of the numerical model 

of the car, with the proper definition of the reinforcement and the 

materials, the authors met the injury of the female as well as the 

damage of the car in the certain level of accuracy.  

The calculated head injury criterion (HIC) results in value 

equalling to 235, which corresponds to AIS 1 - 2 (which is in 

agreement with the accident protocol). The maximal calculated 

bonnet deformation was 4 - 5 cm.  

 

3.3. Tram design safe for pedestrian 

 

Virthuman model finds its advantages also in the railway vehicles 

passive research. The main point of this research is to reduce the 

severity of the consequences of a collision between a tram and a 

pedestrian. The work of Špirk [23] has tended to a new tram safety 

system as a proposal from the pedestrian, passenger and driver 

points of view, and connected with the preparation of a new tram 

regulation [24]. Such regulation defines the shape of the front end 

of the tram, as well as the collision scenario (initial velocity of 20 

km/h) to be tested. The position of the pedestrian with respect to 

the tram is also specified. For assessment of the tram geometry, it 

is necessary to investigate in the various shape of tram face by the 

numerical simulations. The tram face can be divided into the finite 

number of linear planes with the finite number of shapes [23]. Each 

flat surface has its own stiffness, damping and slope (inclination 

angles: Bws and By). Špirk in his work [25] used the definition of 

the segmented tram front face based on the regulation and brought 

a sensitivity analysis of the two main variables (the angles BY) on 

the HIC changes, see Figure 10 and Грешка! Източникът на 

препратката не е намерен..   

 

   
Figure 10: Profile view of the tram the angles (left) and bar plot of 

the two main variables of the tram shape onto HIC value (right) 

 

During the tram design optimization, the authors were focused also 

on the influence of the lateral position of the pedestrian with 

respect to the tram, see Figure 11. The collision of the tram and 

pedestrian usually consists of scenario of pulling the pedestrian 

under the vehicle. Thus, the regulation defines the safety 

mechanism of the tram in the way, that the pedestrian cannot be 

pull under, moreover, it must be thrown latterly from the tram, not 

to be override after the landing.  

 
Figure 11: Pedestrian initial positions with respect to the tram 

4. Discussion 

 

The virtual human body model Virthuman presented in this 

paper shows its benefit in the road traffic field with the focused on 

the pedestrian. This work introduces the model in the several 

collision scenarios, occurring in the real world of traffic. It was 

shown, that the Virthuman model is a suitable and efficient tool in 

the modelling of the crashes between pedestrian and vehicle. The 

model was built based on hybrid approach, i.e. combination of 

finite element and multibody methods. Hence, it cannot provide 

detailed deformations and stress, of all the issues, as FEM can. 

However, with the advantage of injury prediction algorithm, it can 

result with the prediction of injury probability, which can be 

sufficient data in the numbers of applications. Moreover, with the 

benefit of the multibody structure, such model is easy to set-up in 

any initial position/posture of the human and thanks to the scaling 

algorithm, the variation of the population size, age and gender can 

be captured here.  

 

5. Conclusion 

 

This work introduced numerical model of the human called 

Virthuman as a useful tool for the pedestrian modelling. Such 

model takes advantages of the combine approach (MBS + FEM).  

Multibody method gives to the model benefit of scaling and 

positioning algorithm, while the deformable finite elements bring 

the local deformability to the model. The injury prediction 

algorithm is based EuroNCAP.  

 

The previously described model Virthuman was used in the 

modelling of various road traffic scenarios consist of the 

pedestrian. Firstly, the model was used in the sensitivity analysis of 

the pedestrian gait on the collision (kinematics, dynamics and 

consequently the sustained injury). The second application of the 

Virthuman was the reconstruction of the real car to pedestrian 

accident, modelled based on the accident protocol only. The aim 

here was to use the provided data (pre-collision scenario, car make 

and model, the particular pedestrian, the car damage and the 

pedestrian injury) and numerically reconstruct the defined accident 

and to test, if the provided input data can meet the required output. 

The last example of the possible application of this model was the 

collision of the pedestrian with the tramway. The effort here is 

development of the tram front end, which could be safe for the 

human in case of accident.  

However, the presented model is not limited only for the 

applications showed above. It can find the new purpose, not only in 

pedestrian and traffic industry. It has been successfully used also 

for small children modelling, which is generally taught task.  
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Abstract: Motorcycle accidents with opposite vehicles are among the most difficult to reconstruct due to complicated kinematics and 

interactions between multiple participants. The Multi-Body System approach commonly applied in software packages as PC-Crash and 

Virtual-Crash, allows for proper reconstruction of the crash kinematics but did not take into account the full deformation of the vehicles and 

occupants. On the other hand, the Finite Element Method approach, especially the explicit formulation, used in the field of crashworthiness 

gives a way to describe the proper material behavior of the participant components during dynamic events. For the analysis of the accident, 

the full FEM approach becomes too complicated and time-consuming (both for preparation of the simulation and for the simulation run). 

The authors would like to propose a hybrid approach which couples and FEM and MBS models in VPS numerical environment (Pam-crash 

solver). This paper presents an analysis of the accident between the maxi-scooter and the opposite vehicle. As the representation of the PTW 

driver, a Virthuman hybrid human body model was used. This model in opposition to full FEM models allows the fast calculation of the 

simulation. Besides the kinematics of the accident, prescribed injury criteria were assessed on the human body model. 

Keywords: VULNERABLE ROAD USERS, HUMAN BODY MODEL, VIRTHUMAN, MOTORCYCLE ACCIDENTS 

 

1. Introduction 

An accident reconstruction is a procedure of creating the 

linkage between the causes and the effects of an accident. This 

procedure could be carried out in two ways. The first way is a 

backward-looking, in which the reconstruction starts from the 

known post- crash position of crash participants. The information 

about the deformation and the post-crash movement guide to the 

impact speed, and then to the driving speed. The second way of the 

accident reconstruction is a forward reconstruction.[1,2]  

In the forward reconstruction, the accident is replicated by the 

numerical model. This method aims to replicate the final position 

by the solution of the model. Proper numerical models of 

participants and interaction between them are crucial to conducting 

the backward reconstruction procedure. For a regular PTW to a car 

accident, at least four numerical models are required (car, PTW, 

rider, helmet). Due to its multi-directional validation and scaling 

possibility, the Virthuman model can be used as a representation of 

the PTW rider. Moreover, the classical injury criteria like the HIC 

and the Nij could be assessed on the Virthuman model. 

2. Materials  

The cases were simulated in the numerical environment: Virtual 

Performance Solution (former PamCrash). The simulation was 

performed for the FEM models (the OV, the helmet) using an 

explicit approach. The main aim of the simulation was the 

reconstruction of the PTW occupant injury pattern. Due to the 

nature of the Virthuman [3] (MBS), the injuries could be only found 

by monitoring the nodal accelerations and forces which appear in 

the joints [4,5]. Based on these parameters, the injury criteria can be 

calculated (e.g. HIC - head injury criteria). 

During the simulation, four macroscopic objects were used (the 

PTW, the OV, the occupant, and the helmet) [6]. Before starting the 

numerical calculation, these objects must be positioned and 

coupled. The procedure for coupling was as follows: 

► Virthuman scaling according to the PTW occupant 

description  

► Coupling Virthuman to the helmet  

► Positioning Virthuman to a sitting position,  

► Coupling Virthuman to the PTW (at the contact points), 

► Positioning the PTW with the occupant (according to the 

backward reconstruction),  

► Setting the initial velocities of the PTW and the OV. 

► Injury criteria evaluation 

 

After the simulation, two injury criteria were evaluated: 

► Nij - normalized neck injury criterion, 

► HIC - head injury criterion. 

The Nij injury criterion could be calculated as follows [7]: 

𝑁𝑖𝑗 =
𝐹𝑍
𝐹𝑖𝑛𝑡

+
𝑀𝑌

𝑀𝑖𝑛𝑡
, 

where: 

𝐹𝑍 - the axial load, 

𝐹𝑖𝑛𝑡  - the critical intercept value of load used for 

normalization, 

𝑀𝑌 - the flexion/extension bending moment, 

𝑀𝑖𝑛𝑡  -the critical intercept value for moment used for 

normalization. 

 

The HIC can be defined as follows [7]: 

 
where: 

t1 - the initial time of the interval in which the HIC has a 

maximum value, 

t2 - the final time of the interval in which the HIC has a 

maximum value, 

a(t) - the magnitude of the acceleration of the head center of 

gravity. 

2.1 Case 1 

The first step for an accident simulation is the positioning of the 

vehicles and the occupant. In Case 1, the OV and the PTW were 

positioned according to the figures from the case description. The 

angle between the vehicles was equal to 114 deg. 

► OV: Ford Fiesta (2004) with a mass of 1300 kg, 

► The PTW mass: 260 kg  

(vehicle with driver) 

► The PTW speed: 55 km/h, 

► The OV speed: 10 km/h. 
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Figure 1. Case 1 setup. 

 2.2 Case 2 

According to the procedure, the first step was Virthuman 

scaling. The basic model was scaled to the anthropometric 

parameters of the real PTW occupant. Next, the model was 

positioned, coupled with the helmet and coupled with the 

motorcycle. Then the OV model was trimmed to the mass reported 

in police records (1130 kg). After these steps, the PTW model was 

positioned against the OV model (Figure 2.). The angle between the 

vehicles was approximately 111 deg. 

► OV: Fiat Grande Punto (2009) with a mass of 1130 kg, 

► The PTW mass: 260 kg  

(vehicle with driver) 

► The PTW: 56 km/h, 

► The OV: 9.5 km/h. 

 

Figure 2. Case 2 setup 

3. Results 

3.1 Case 1 

The kinematics of the accident is shown in the foregoing 

figures. All sub-phases of the PTW crash can be easily seen. Firstly, 

the front fork of the PB is compressed (0 – 30 ms). Next, the fork 

starts to deform (30 – 60 ms). The third step of the kinematics is the 

rotation of the PTW around the contact point.  

During these sub-phases, the movement of the occupant can be 

described as follows. Firstly, the body of the driver starts to slide 

out from the seat, due to the PTW´s loss of speed. The occupant´s 

hands start to be compressed against the handlebar. After reaching 

the 450 N of the contact force between the hands and the handlebar, 

the contact ends. The upper part of the driver´s body starts to 

overtake the PTW. The lower part of the body is continuously 

compressed by the inertia forces on the PTW front frame. Due to 

this, the lower extremities are blocked by the PTW frame. This 

situation results in the appearance of the torque which acts on the 

rider´s body. This torque results in rotation of the occupant around 

the point of the abdomen – motorcycle contact (90 - 120 ms). 

Because of the body rotation, the occupant finally hits the OV hood 

with the head.  

► 0 – 30 ms sliding on the seat 

► 30 ms reaching maximum handlebar grip force (450 N) 

► 30 – 60 ms continuous sliding from the seat 

► 60 ms first contact between the occupant´s abdomen and 

the PTW frame 

► 60 - 180 ms rotation of the body until the head-to- hood 

impact (175 - 185 ms). 

 

Figure 3. Case 1 kinematics. 

The initial momentum and angle of the OV result in the change 

of the PTW path (the path starts to rotate clockwise). This situation 

results in contact between the left side of the PTW and the left leg 

of the occupant (150 - 240 ms). The contact force between the leg 

and the PTW side can result in an extensive leg injury. By 

analyzing the acceleration, which was acting on the head center of 

gravity (COG), the head injury criteria (HIC) can be calculated. In 

the reconstructed case the HIC is equal to 489 (Figure 4.). This 

value is in line with the medical examination of the PTW driver – 

the examination did not find injuries higher than AIS1. 

 

Figure 4. Case 1 HIC assessment. 

 

After the filtration, the Nij was calculated. The calculation has 

been placed in the 50th percentile male corridor (Figure 5.). This 
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figure shows that the corridor has been exceeded. This situation 

occurs because of the high peak of the neck extension force at 75 

ms and 120 ms. However, the medical examination of the area did 

not report any neck injuries. 

 

Figure 5. Case 1 Nij corridor. 

3.2 Case 2 

The kinematics of the crash are presented in the foregoing 

figures. The crash starts with the first contact between the PTW 

front wheel and the left fender of the OV. In the first 20 ms, the fork 

of the PTW is exposed to compression. After this period, the fork 

starts to bend (20 - 45 ms) until the first contact between the PTW 

front wheel and the PTW frame. At 45 ms, the PTW starts to rotate 

around the vehicles´ contact point (Y-axis of the PTW). This results 

in the rear part of the PTW lifting. 

During the crash, the PTW driver´s movement passes through 

the following steps: 

► 0 – 30 ms sliding on the seat 

► 30 ms reaching maximum handlebar grip force (450 N) – 

releasing the hands 

► 30 – 60 ms continuous sliding from the seat 

► 60 ms first contact between the occupant´s abdomen and the 

PTW frame 

► 60 - 180 ms rotation of the body until the head-to- hood 

impact (175 - 185 ms) 

 

Figure 6. Case 2 kinematics. 

 

The analysis of the signal from the head COG virtual 

accelerometer (Грешка! Източникът на препратката не е 

намерен.) shows that the biggest peak of the acceleration was 

around 180 ms. This data corresponds to the contour plot of the 

simulation (180 ms, Грешка! Източникът на препратката не е 

намерен. 6.). The calculated HIC criterion (399) is in line with the 

medical reports (no head injuries were reported). 

 
Figure 7. Case 2 HIC assessment. 

 

The analysis of the Nij criterion (Figure 8.) shows that during 

the accident the PTW occupant was constantly inside the safe 

corridor for the neck. This is in line with the medical examination –

neck injury was not reported. 

 
Figure 8. Case 2 Nij corridor. 

 

3. Conclusions 

The VPS Virthuman shows in simulated cases a good recreation 

of the PTW occupant kinematics. Its main advantage is the scaling 

possibility and acceptable calculation time. In comparison with 

more complicated FEM human body models (THUMS, GHBMC), 

the Virthuman is easier to position. However, it should be 

mentioned that even improved MBS models of the human body can 

only be used to evaluate predefined and existing injury criteria. 

They do not have any built-in mechanisms for real injury simulation 

(e.g. lung puncture). From the engineering point of view, numerical 

accident simulation can be a booster for PPE development teams, 

but, as with every tool, they are only as good as the people who use 

them.   
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