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METHODS AND MEANS OF INTELLIGENT ANALYSIS OF TEXT DOCUMENTS 

 
The paper reviews the methods of analysis and processing of electronic documents. Methods 

of analysis of text documents to solve the problem of determining the thematic affinity of texts 
are analyzed. An overview of existing approaches to solving the classification problem is performed. 
The main approaches used in the task of text classification are described; the stages of 
the classification process are determined and the most common methods of classifying text documents 
are considered. The main approaches to text pre-processing, such as: lower case, root correction, 
stemming, lemmatization, stop word removal, normalization, are considered. Advantages and 
disadvantages of each approach are considered. The procedure for reducing the dimension of a set of 
features with a division into sub-processes: selecting features and highlighting features is considered. 
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Introduction. The rapid development of 

computer technology has led to the rapid 
accumulation of electronic text documents. This 
situation will lead to the fact that existing 
methods of processing electronic text documents 
will not be able to meet the needs of users in both 
corporate networks and the Internet. 

That is why there is a need for methods 
that will provide a quick and easy distribution of 
documents by category or keyword. 

Based on this, you can identify the 
following major problems associated with 
increasing the amount of information: 

• the growing volume of documents posted 
on the Internet is the reason for the growing 
difficulties in finding the necessary documents 
for users and their organization; 

• technologies for working with text 
documents involve a rather large complexity of 
implementation, which affects the speed of data 
processing; 

• a significant part of electronic text 
documents is unstructured information. 

The purpose of the study is to analyze 
existing means of electronic texts analysis. 

The research task consists in the 
analysis of: 

1) means to work with text documents; 
2) methods of processing text documents; 
3) applications used to analyze electronic 

texts. 
Presentation of the main material. The 

most conventional examples of intelligent text 
analysis include technologies for extracting 

factual information about the search object, fuzzy 
search; thematic and tonal (accurate and 
complete) rubrics; selection of documents; 
selection of key topics; construction of 
annotations; use of methods of intelligent text 
analysis to determine the directions of research of 
large document funds and obtain new 
information about the process of automatic text 
summarization. The most modern areas of 
obtaining information from texts today are: 

• analytical processing of facts; 
• file keeping; 
• annotation of documents; 
• conducting a thematic analysis of 

docskills (clustering and heading); 
• construction and dynamic analysis of a 

sample of the ethical structure of texts;  
• selection of key topics and information of 

other objects; 
• study of frequency characteristics of 

texts [1]. 
Most of these methods are aimed at pro-

cessing documents, each of which relates to a 
specific, often quite narrow topic. This statement 
is true mainly for small documents (such as small 
web pages), but not for large documents, which 
often relate to several topics at once. Examples of 
such documents are musts, scientific articles and 
others. We introduce a definition for this type of 
document. 

Definition 1. A text document of any size, 
which simultaneously belongs to several topics, 
is called polythematic. 
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Definition 2. A text document of any size, 
which relates to only one specific topic, is called 
monothematic. 

Definition 3: The subject of the text docu-
ment - some subjective perception of the person, 
the user of the search engine, which is considered 
in the text of the subject area, its main content. 

Definition 4: A text is a sequence of sen-
tences, words, built according to the rules of a 
given language, a given sign system and forms a 
message that carries some useful information [2]. 

Polythematic documents contain multifac-
eted goals, thus reflecting the information needs 
of different users. Text repositories, which usual-
ly store such documents, are usually character-
ized by several topics. 

To date, few methods allow to process 
polythematic text documents - to perform their 
classification or clustering. Therefore, the devel-
opment of methods for solving these problems is 
especially important. The purpose of the classifi-
cation of polythematic text documents is to as-
sign the same text document to more than one 
topic. The purpose of clustering polythematic 
text documents is to automatically divide text 
documents into a priori not specified groups so 
that each document belongs to more than one of 
them [3, 4]. 

Classification of text documents 
Document classification, often known as 

document categorization, is a challenge in li-
brary, information, and computer science. The 
assignment of a document to one or more groups 
or categories is the task. This can be accom-
plished "manually" or algorithmically. Intelligent 
document categorization has traditionally been 
the domain of library science, whereas algorith-
mic document classification has traditionally 
been the domain of informatics and computer 
science.  

Texts, photos, music, and other media may 
all be categorized. Each type of document has its 
own set of categorization issues. Text categoriza-
tion is assumed unless otherwise stated. 

The tasks of automatic document classifi-
cation can be divided such types: supervised 
document classification where some external 
mechanism (such as human feedback) provides 
information on the correct classification of doc-
uments, unsupervised document classification 
(also known as document clustering), semi-
supervised document classification, in which 
sections of the documents are labelled by an ex-
ternal process, and unsupervised document clas-

sification, in which the classification must be 
performed totally without reference to external 
information. There are different software pro-
grammes available with varied licence models. 

Documents can be categorized based on 
their subjects or other attributes (such as docu-
ment type, author, year of publication, etc.). Only 
sub-subject categorization is discussed in the 
remainder of this article. There are two basic 
approaches to document subject classification: 
the content-based approach and the request-based 
approach. The categorization task is as follows: 
there are several papers and classifications. The 
aim is to discover pairs of "document, category" 
that are compatible with each other [5]. 

The general classification scheme consists 
of four stages: 

1) pre-processing and indexing; 
2) reducing the dimensionality of many 

features; 
3) construction and training of the 

classifier; 
4) assessment of the quality of 

classification. 
At the stage of preliminary processing and 

indexing of documents, the features of the docu-
ment, which are all its significant words or 
phrases, are formed. This stage includes tokeni-
zation, i.e. breaking the text into smaller objects, 
such as sentences, phrases or words; removal of 
functional words (semantically neutral, such as 
conjunctions, prepositions, articles, etc.) and 
morphological analysis, i.e. identification of parts 
of speech and stemmatization or lemmatization. 

Reducing the dimensionality of a set of 
features is a process of giving weight to words, 
depending on their importance for the classifica-
tion of the text, and further removing weightless 
terms from the set of features. 

A threshold weight is set to remove terms 
below which terms are considered unimportant. 

By reducing the dimensionality of the set 
of terms, you can reduce the effect of retraining - 
a phenomenon in which the classifier focuses on 
random or erroneous characteristics of education-
al data, and not on actually important ones [6]. 

We are only interested in the first and se-
cond stages. Therefore, let's consider them in 
more detail. 

Pre-processing of text documents 
Pre-processing your text simply means 

transforming it into a predictable and analyzable 
format for your work. A task is a mix of method 
and domain in this context. A Task may be ex-
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tracting top keywords from Tweets (domain) 
using tfidf (method).  

There are several methods for text pre-
processing. Here are various techniques that you 
should be aware of, and we'll attempt to empha-
size the significance of each. 

Lowercasing – although it is sometimes 
forgotten, lowercasing of all text data is one of 
the simplest and most efficient forms of text 
preparation. It is applicable to the majority of text 
mining tasks and might be useful when your da-
taset is small. It also considerably improves the 
consistency of the predicted output [7]. 

Stemming – the practice of reducing word 
inflections (for example, troubled, troubles) to 
their base form is known as stemming (e.g., trou-
ble). In this situation, the "root" might be a ca-
nonical variant of the original word rather than a 
true root word. 

Stemming is a primitive heuristic proce-
dure that cuts off the ends of words in the goal of 
appropriately changing them into their base form. 

Lemmatization – on the surface, lemmati-
zation appears to be similar to stemming in that 
the objective is to remove inflections and map a 
word to its root form. The main distinction is that 
lemmatization attempts to do it correctly. It 
doesn't merely cut things off; it truly changes the 
root of the term. 

Stop words removal – language stop 
words are a group of frequently used terms. Stop 
words in English include "a," "the," "is," "are," 
and others. Stop words are used with the theory 
that by eliminating uninformative terms from the 
text, we can focus on key words instead. 

Stop words removal was proved to be inef-
fective in classification systems, although being 
successful in search and topic extraction systems. 
However, it helps to reduce the number of fea-
tures considered, keeping your models reasona-
bly sized [8]. 

Normalization – text normalization is an 
often-overlooked pre-processing procedure. The 
process of converting a text into a canonical 
(standard) form is known as text normalization. 

Text normalization has also been shown to 
be useful in evaluating highly unstructured clini-
cal texts in which physicians take notes in un-
conventional ways. It's particularly effective for 
subject extraction if there are a lot of close syno-
nyms and spelling discrepancies. 

Unlike stemming and lemmatization, there 
is no universal method for normalizing texts. It is 
usually determined by the task. 

Dictionary mappings (the easiest), statisti-
cal machine translation (SMT), and spelling-
correction-based techniques are some typical 
ways to text normalization. 

The optimal preparation for one job may 
become the greatest nightmare for another. Take 
note: text preparation cannot be transferred 
straight from job to task. Currently, there are two 
basic ways to text document pre-processing, 
known as document image generation. 

1. Statistical approach. The methods of this 
approach, as a rule, consist in the analysis of the 
frequency of occurrence of words in texts in one 
or another of its variation and in the use of this 
information in the course of revealing and select-
ing representative signs of documents. 

2. Linguistic approach. The main direc-
tions of this approach are morphological and 
syntactic analysis. Morphological analysis is 
important for Ukrainian language documents, as 
it allows to bring the processed features to some 
normal form. Such a reduction is necessary to 
recognize equivalent words with a common mor-
phological basis. Parsing allows to automatically 
parse a text and build syntactic structures of its 
phrases, grouping words into classes within 
which they have similar syntactic behavior, these 
classes of words are called syntactic or grammat-
ical categories (for example, parts of speech). 

Linguistic and statistical methods comple-
ment each other because they use different ap-
proaches to information analysis, so the best re-
sults can potentially be achieved by combining 
both methods. However, currently linguistic 
methods (except for morphological analysis) are 
usually used only for research purposes and are 
not used in ready-made (commercial) infor-
mation retrieval systems, as this approach is as-
sociated with much higher computational costs 
than statistical one. Moreover, a significant im-
provement in the quality of such systems in this 
approach compared to the statistical approach 
hasn’t been found, which is often due to the large 
noise component introduced by the errors of the 
automated parser. Therefore, the most common 
today is the combined method of pre-processing 
of text documents, which combines statistical 
approach and morphological analysis. This is a 
compromise between the complexity of calcula-
tions and the quality of results [9]. 

Since the linguistic approach to pre-
processing of text documents is currently practi-
cally not used, as it requires large computational 
resources, we consider static methods that do not 
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require such large computing resources, and are 
common methods of pre-processing of text doc-
uments. 

In the statistical approach, the pre-
processing of text documents is to perform the 
following main steps: 

1) formation of the space of documents 
signs; 

2) display of images docskills in the space 
of their signs; 

3) reduction of the initial avsharp signs of 
documents [10]. 

Word2vec is a technique for natural lan-
guage processing published in 2013. The 
word2vec algorithm uses a neural network model 
to learn word associations from a large corpus of 
text. Once trained, such a model can detect syn-
onymous words or suggest additional words for a 
partial sentence. As the name implies, word2vec 
represents each distinct word with a particular list 
of numbers called a vector. The vectors are cho-
sen carefully to indicate the level of semantic 
similarity between the words represented by 
those vectors [11]. 

Word2vec is a group of related models that 
are used to produce word embeddings. These 
models are shallow, two-layer neural networks 
that are trained to reconstruct linguistic contexts 
of words. Word2vec takes as its input a large 
corpus of text and creates a vector space, typical-
ly of several hundred dimensions, with each 
unique word in the corpus being assigned a cor-
responding vector in the space. Word vectors are 
positioned in a vector space such that words that 
share common contexts in the corpus are located 
close to each other in the space [12]. 

Analysis of methods of text data 
processing 

The method of determining the weights of 
the features of the document. The most common 
methods for determining the weights of 
document features are TF-IDF, a statistical indi-
cator used to assess the importance of words in 
the context of a document that is part of a collec-
tion of documents or corpus. The weight (signifi-
cance) of a word is proportional to the number of 
uses of that word in the document, and inversely 
proportional to the frequency of use of the word 
in other documents of the collection.  

The TF-IDF indicator is often used to rep-
resent the documents of a collection as numerical 
vectors that reflect the importance of using each 
word from a set of words (the number of words 
in the set determines the dimension of the vector) 

in each document. Such a model is called a vec-
tor model and makes it possible to compare texts 
by comparing their representing vectors in a cer-
tain metric (Euclidean distance, cosine measure, 
Manhattan distance, Chebyshev distance, etc.), 
perform cluster analysis [13]. 

The first step in word processing is to cal-
culate the TF-IDF weights for each word ω in 
each document.Ф𝑃

∗ . 
TF is the ratio of the number of occurrenc-

es of the selected word to the total number of 
words in the document. Thus, the importance of 
the word within the selected document is as-
sessed [14]: 

𝑡𝑓(𝜔,Ф𝑃
∗ ) =

𝑛𝜔Ф𝑃∗

𝑛Ф𝑃∗
, (1) 

where 𝑛𝜔Ф𝑃∗  is the number of occurrences of the 
word ω in the document; 

  𝑛Ф𝑃∗  is the total number of words in the 
document. 

IDF (Inverse Document Frequency) is the 
inversion of the frequency with which a word 
occurs in the documents of a collection. The use 
of IDF reduces the weight of commonly used 
words [14] 

𝑖𝑑𝑓(𝜔,𝐴) = |Ф𝑃
∗ |

�Ф𝑃
∗ ⊃𝜔�

 , (2) 

where |Ф𝑃
∗ | is the total number of documents in 

a collection A; 
 |Ф𝑃

∗ ⊃ 𝜔| is the number of documents in 
which it occurs when  𝑛𝜔Ф𝑃∗ ≠ 0. 

So, the TF-IDF indicator is [14] 

     𝑡𝑓𝑖𝑑𝑓(𝜔,Ф𝑃
∗ ,𝐴) =  𝑡𝑓(𝜔,Ф𝑃

∗ ) ∗  𝑖𝑑𝑓(𝜔,𝐴).      (3) 

More weight of TF-IDF will be given to 
words with a high frequency of occurrence with-
in the document and low frequency of use in 
other documents of the collection [14]. 

The method of assessing the proximity of 
text documents. Polythematic text documents can 
also be characterized by using document similari-
ty features. 

One of the methods to calculate relative es-
timates of thematic similarity includes the fol-
lowing steps: 

- for each document, several (relatively 
small) documents representing its thematic envi-
ronment are defined; 

- constructed thematic environments are 
analyzed in order to form a set of key themes, 
which characterize the subject of the source doc-
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ument in relation to other documents of the col-
lection; 

- obtained keyword sets are used to further 
calculate relative estimates of thematic similarity. 

The need to find the thematic environment 
of a document is caused by the relativity of the 
concept of thematic proximity of documents, 
which is determined by the context in which the 
proximity of documents is assessed. For example, 
two documents characterizing, respectively, 
changes in stock quotes and changes in exchange 
rates, are likely to be considered thematically 
similar among a random set of documents, but at 
the same time they differ significantly within the 
limits of a highly specialized economic collec-
tion. Therefore, the assessment of thematic prox-
imity is not only determined by the documents 
themselves, but also depends on the whole array 
of documents [15]. 

It is known that vocabulary and frequency 
of use of words depend on the subject. Therefore, 
only those words that are more specific to the 
subject of this document are taken into account to 
calculate estimates of thematic proximity. Such 
words are distinguished by the results of the 
analysis of the approximated thematic environ-
ment of this document. 

Keyword selection method. Using the 
method of extracting keywords from the text 
allows to find the information you need in a short 
period of time. 

Keyword is a word or constant expression 
of natural language, which is used to express 
some aspect of the content of the document; a 
word that has a significant semantic load. It can 
be a key when searching for information on the 
Internet or on a website. 

There may be a synonymous relationship 
between keywords in terms of this search engine. 
The accumulation of keywords through 
meaningful analysis of texts or algorithmically, 
for example, by comparing words of a text with a 
fixed list of non-keywords, is an important step 
in choosing the source dictionary of information 
retrieval languages; the selected keywords are 
further combined into descriptors. Descriptor 
dictionaries provide links from keywords to 
corresponding descriptors. Keywords are the 
basis of search results. It should be remembered 
that a keyword can be not only a word but also a 
phrase [16]. 

Selection of keywords, extraction of the 
most important or characteristic fragments from 
one or many sources of information has become 

an integral part of our lives. Keyword selection 
tools are certainly useful, but their capabilities 
are limited to selecting and extracting the original 
snippets from the original document and 
combining them into a short text. The preparation 
of a summary aims to describe the main content 
of the text. 

The main difference between the means of 
selecting keywords is that they, in fact, form a 
summary or set of citations from a particular 
material. Both types of presentation have two 
main purposes: to identify the most important 
idea of the full text and select keywords [17]. 

You can identify three key points that are 
not taken into account when selecting keywords 
from the text: 

a) division into parts by keywords (by 
formatting); 

b) selection of keywords (by weight); 
c) formation of a summary document (in 

the form of statistics). 
The method of comparison is the compari-

son of objects in order to identify common fea-
tures or differences between them. The method of 
comparison is used in the process of generaliza-
tion, when it is necessary to identify identities, 
coincidences and contradictions in the objects of 
study. Here identity is a full-fledged coincidence 
of all signs; coincidence is a coincidence of 
signs, starting from one; contradiction is when 
features of some objects are absent in others. 

One of the methods used to identify clus-
ters of documents that have similar properties 
only in some aspects, such as words or images, is 
biclasterization. The method is used for queries 
and indexing of full-text systems. Initial data is a 
matrix in which rows correspond to words and 
columns correspond to documents. To cluster 
documents, the number of word occurrences in a 
document, the total number of documents, and 
the number of documents containing a particular 
word are taken into account [18]. Thus, words 
can be clustered based on the documents in 
which they occur. Clusters are convenient for 
automatic construction of statistical thesauri, 
clarification of queries and automatic classifica-
tion of documents, but it is impossible to perform 
meaningful text analysis using clusters. 

Search for fuzzy duplicates involves clus-
tering documents by the similarity of their certain 
characteristics, and the implementation of the 
algorithm consists of the following steps: 

- canonization of steps – at this stage the 
text is cleaned of unnecessary words that do not 
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carry a meaning during comparison, i.e. the text 
is reduced to a canonical form; 

- breaking the text into shingles; 
- finding checksums – unique numbers, 

each of which corresponds to a text and the func-
tion of its calculation. Then, from the whole set 
of checksums (their number is equal to the num-
ber of words in the document minus (Ŵ-1, where 
EP is the number of words in the shingles), only 
those that are divisible by a certain selected 
premature number are selected; 

- search for identical sequences - one shin-
gle, which coincided during the selection, ap-
proximately corresponds to a predetermined 
number of identical parts in the full text [19]. 

Lexical and syntactic templates are charac-
teristic expressions (phrases or inversions), con-
structions from the corresponding elements of 
natural language. Such templates allow to build a 
semantic model of the text. It is assumed that 
lexical relations in the document can be de-
scribed with the help of templates (samples). This 
method uses a hierarchy of templates consisting 
of indicators of parts of speech and group sym-
bols. 

Thus, the analysis of the software used to 
detect text documents has shown the imperfec-
tion of the methods underlying modern automatic 
analysis systems. So, there is a need to create 
such software that would use the methods of deep 
linguistic processing. This will make it possible 
to compare text documents by content [20]. 

Analysis of word processing software 
OBSERVER. This system offers an 

approach to using existing ontologies to access 
distributed and independently developed data 
repositories. It is assumed that there are many 
pre-created ontologies of subject areas, and the 
user does not have to "adapt" to a particular 
ontology. The user formulates his language query 
in terms of one or more ontologies, and the 
broker "searches" for relevant documents by 
translating the query into suitable ontologies and, 
if necessary, combining several ontologies to 
respond more accurately to the query [21]. 

TEXTANALYST. TextAnalyst is designed 
as a tool for analyzing the content of texts, 
semantic search for information, the formation of 
electronic archives, and provides the user with 
the following main features: 

1) analysis of the content of the text with 
automatic formation of a semantic network with 
hyperlinks - obtaining a semantic portrait of the 
text in terms of basic concepts and their semantic 
connections; 

2) analysis of the content of the text with 
automatic formation of the thematic tree with 
hyperlinks - identification of the semantic 
structure of the text in the form of a hierarchy of 
topics and subtopics; 

3) semantic search, taking into account the 
hidden semantic connections of the query words 
with the words of the text; 

4) automatic abstracting of the text - the 
formation of its semantic portrait in terms of the 
most informative phrases; 

5) clustering of information - analysis of 
the distribution of text material by thematic 
classes; 

6) automatic indexing of text with 
conversion to hypertext; 

7) ranking of all types of information about 
the semantics of the text by "degrees of 
significance" with the possibility of varying the 
detail of its research [22]. 

ADVEGO PLAGIATUS - software 
product that allows to perform semantic analysis 
online, while finding the semantic core, and also 
allows to check the electronic document for 
uniqueness against web documents that are 
publicly available on the Internet. 

The text of the article is analyzed by 
several algorithms: 

• Shingles algorithm - exact matches of 
phrases, copypaste sources, as well as pages on 
which stolen texts are placed are checked. 

• Algorithm of lexical matches - checks 
the similarity of a set of lemmas, terms and 
significant words, there are sources of rewriting, 
as well as pages that match the topic with the 
article being tested. 

• Pseudo-unification algorithm - the 
presence of third-party characters and signs of 
text processing is checked by "enhancing" 
uniqueness services [23]. 

The main task of these systems is to search 
for information in large full-text arrays. The da-
tabase of such systems can download any textual 
sources of information, including large ones: 
encyclopedias, directories, archives of periodi-
cals, entire libraries of special literature, archives 
of corporate documents, specialized archives, 
such as historical, patent, court, transcripts, pro-
tocols and much more. In response to a specific 
request, the system issues a set of links. Next, the 
system must process each link and publish all 
relevant texts, i.e. the system must search not just 
documents, but the information contained in 
them. 
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DEEPDIVE is a system to extract value 
from dark data. Like dark matter, dark data is the 
great mass of data buried in text, tables, figures, 
and images, which lacks structure and so is es-
sentially unprocessable by existing software. 
DeepDive helps bring dark data to light by creat-
ing structured data (SQL tables) from unstruc-
tured information (text documents) and integrat-
ing such data into an existing structured database. 
DeepDive is used to extract sophisticated rela-
tionships between entities and make inferences 
about facts involving those entities. DeepDive 
helps to process a wide variety of dark data and 
put the results into a database. With the data in a 
database, one can use a variety of standard tools 
that consume structured data. 

DeepDive is a trained system that uses ma-
chine learning to deal with various forms of noise 
and imprecision. DeepDive is designed to make it 
easier for users to train the system through low-
level feedback and rich, structured domain 
knowledge via rules. DeepDive wants to help 
experts who do not have machine learning exper-
tise. One of DeepDive's key technical innova-
tions is its ability to solve statistical inference 
problems at massive scale. 

DeepDive differs from traditional systems 
in several ways: 

• DeepDive asks the developer to think 
about features - not algorithms. In contrast, oth-
er machine learning systems require the devel-
oper to think about which clustering algorithm, 
which classification algorithm, etc. to use.  

• DeepDive systems can achieve high 
quality: DeepDive has higher quality than hu-
man volunteers in extracting complex 
knowledge in scientific domains and winning 
performance in entity relation extraction com-
petitions. 

• DeepDive is aware that data is often 
noisy and imprecise: names are misspelled, nat-
ural language is ambiguous, and humans make 
mistakes. Taking such imprecision into account, 
DeepDive computes calibrated probabilities for 
every assertion it makes.  

• DeepDive is able to use large amounts of 
data from a variety of sources. Applications 
built using DeepDive have extracted data from 
millions of documents, web pages, PDFs, ta-
bles, and figures. 

• DeepDive allows developers to use their 
knowledge of a given domain to improve the 

quality of the results by writing simple rules 
that inform the inference (learning) process. 
DeepDive can also take into account user feed-
back on the correctness of the predictions to 
improve the predictions. 

• DeepDive is able to use the data to learn 
"distantly". In contrast, most machine learning 
systems require tedious training for each pre-
diction. In fact, many DeepDive applications, 
especially in early stages, need no traditional 
training data at all! 

• DeepDive's secret is a scalable, high-
performance inference and learning engine. For 
the past few years, we have been working to 
make the underlying algorithms run as fast as 
possible [24]. 

SCIKIT-LEARN (formerly scikits.learn 
and also known as sklearn) is a free software 
machine learning library for the Python 
programming language. It features various 
classification, regression and clustering 
algorithms, including support-vector machines, 
random forests, gradient boosting, k-means and 
DBSCAN, and is designed to interact with the 
Python numerical and scientific libraries NumPy 
and SciPy. Scikit-learn is a NumFOCUS fiscally 
sponsored project. 

Scikit-learn is largely written in Python, 
and uses NumPy extensively for high-
performance linear algebra and array operations. 
Furthermore, some core algorithms are written in 
Cython to improve performance. Support vector 
machines are implemented by a Cython wrapper 
around LIBSVM; logistic regression and linear 
support vector machines by a similar wrapper 
around LIBLINEAR. In such cases, extending 
these methods with Python may not be possible 
[25]. 

Research results. Methods of analysis of 
text documents significantly expand the 
possibilities of cataloging text documents. This 
becomes possible due to the fact that these 
methods make it possible to record the kinship of 
texts, the meaningful proximity of words, which 
is not expressed simply in their similar spelling. 
Also, fewer and fewer processing tasks require 
pre-encoding arrays for model training. Another 
important advantage is that the application of 
these methods to document analysis makes it 
scalable: it makes no fundamental difference for 
a machine to analyze ten documents or one 
million, while with manual coding the 
complexity of the analysis largely depends on the 
size of the text library to be analyzed. It also 
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eliminates the sampling problem in document-
based studies, as automated analysis allows for 
continuous sampling. 

Also, along with the advantages of 
automated document analysis, there are also 
disadvantages. The main one is that the 
performance of each technical task (for example, 
classification) requires training of a new model 
sharpened for this task. Training such models 
requires arrays of texts labeled by researchers. 
This also creates a second drawback - the models 
are not 100% accurate and are highly dependent 
on the quality of the data and the algorithm they 
were trained with. The third disadvantage is the 
technical resources required for text processing. 

Discussion of results. There are many 
programs that perform linguistic processing of 
text, but none of them use mechanisms for 
extracting content from textual information. 

The main disadvantages of the considered 
methods and applications for text processing are: 

• the cumbersomeness of the computational 
process, which is associated with the need for 
constant optimization of the input document; 

• to bring the document to the form when it 
can be calculated, text simplifications are 
performed. Therefore, the probability that 
important words for the text will be simplified is 
quite high; 

• there is a serious danger that too much 
attention to textual simplification may ignore the 
context of words, regardless of where they occur; 

• when using some methods for large texts, 
the size of the final array may be too large, which 
will require a large number of parameters during 
its further processing; 

• during training, the methods do not take into 
account the order of words, and also use a limited 
number of context words at each training 
iteration. 

In the process of researching the methods 
of analysis of text documents, a general 
procedure of text analysis is obtained, an 
overview of existing approaches to solving the 
analysis task is given, the main approaches used 
in the task of text analysis are described, the 
stages of the analysis process are defined, and the 
most common mathematical methods of text 
document analysis are considered. The revealed 
features of use, advantages and disadvantages of 
the specified methods allow to draw a conclusion 
about the need for further improvement of 
analysis algorithms based on the specified 
methods, which would be simple to implement, 

effective, have low computational costs during 
training and high quality of analysis in real tasks. 

Based on the analysis of the obtained 
results, an algorithm will be developed, which, 
based on the methods analyzed above, should 
simplify the process of text analysis and allow 
the use of methods of computer analysis of text 
information to determine the attributes of a text 
document, based on which the analyzed text can 
be attributed to one or more groups, to which the 
specified attributes correspond. 

Conclusions. The use of text information 
processing technologies is a promising area. The 
implementation of analytical processing of 
textual information is necessary in medicine, in 
business, and much more. 

When processing textual information from 
a variety of disparate information resources, it is 
necessary to identify the following tasks: 

1) selection of title, authors, keywords and 
construction of a conceptual model of the text; 

2) integration into a full-text database; 
3) search in full-text databases; 
4) ensuring the relevance of the request; 
5) reducing the amount of textual 

information and summarizing the text from 
several sources. 

Search engines use an algorithm to search 
for duplicate text documents in order to index 
unique resources - that is, almost all branches of 
science and technology, due to the complexity of 
their organization, require intelligent processing 
of textual information. Only methods of 
processing textual information, the 
implementation of which involves all stages of 
analysis used in the analysis of language text, can 
claim to conduct a meaningful analysis of 
electronic text documents. 

Almost all fields of knowledge, science 
and technology due to the complexity of their 
system organization, require intelligent data 
processing, therefore the processing of electronic 
documents today requires powerful mechanisms 
for analyzing textual information, which would 
ensure a complete and correct transition from 
natural language to mathematical models of text 
information processing. 

As a result, it has been determined the 
need to develop a classification algorithm based 
on the mentioned approaches, such as lower case, 
root correction, stemming, lemmatization, stop 
word removal, normalization, which would be 
simple to implement, effective, have low 
computational costs during training and high 
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quality of classification in real tasks. Also, an 
approach to evaluating the thematic proximity of 
documents using feature space reduction is 
defined, and an algorithm for forming 
information-search attributes of documents for 
automatic clustering of documents is considered. 
The expediency of using methods of intelligent 
text analysis for this is considered. 

In the future, an algorithm will be 
developed that will enable the application of 
methods of computer analysis of textual infor-
mation, and software based on it. It will 
determine the attributes of a text document, based 
on which the analyzed text can be assigned to 
one or more groups, to which the specified 
attributes correspond. 
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МЕТОДИ ТА ЗАСОБИ ІНТЕЛЕКТУАЛЬНОГО АНАЛІЗУ ТЕКСТОВИХ ДОКУМЕНТІВ 

 
В роботі проведено огляд методів аналізу та обробки електронних документів. Проана-

лізовано методи аналізу текстових документів для вирішення задачі визначення тематичної 
спорідненості текстів. 

Виконано огляд існуючих підходів до вирішення задачі класифікації. Описано основні під-
ходи, що використовуються в задачі класифікації текстів; визначено етапи процесу класифі-
кації та розглянуто найпоширеніші методи класифікації текстових документів. Розглянуто 
основні підходи до попередньої обробки тексту: Нижній регістр, Коренева корекція, Стемінг, 
Лематизація, Видалення стоп-слова, Нормалізація. Розглянуто переваги та недоліки кожного 
підходу. Розглянуто процедуру зменшення розмірності набору ознак із поділом на підпроцеси: 
обирання ознак та виділяння ознак. Розглянуто, в яких випадках кожен із підпроцесів є недоці-
льним для використання, та описано, які пошукові та фільтрові підходи і метрики є альтер-
нативними або спорідненими для них. 

Зроблено висновок щодо необхідності подальшого розроблення алгоритмів класифікації 
на базі зазначених методів, що були б простими в реалізації, ефективними, мали низькі обчис-
лювальні витрати під час навчання та високу якість класифікації в реальних завданнях. 

Визначено підхід до оцінки тематичної близькості документів з використанням редукції 
простору ознак і розглянуто алгоритм формування інформаційно-пошукових атрибутів доку-
ментів для виконання автоматичної кластеризації документів. Розглянуто доцільність засто-
сування для цього методів інтелектуального аналізу тексту. 

Проаналізовано відкрите програмне забезпечення з використанням розглянутих методів. 
Ключові слова: ключові слова, аналіз тексту, пошук, текстові документи, класифікація. 
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