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Preface

The International Conference on Smart Technologies in Urban Engineering (STUE)
was aimed to bring together leading academic scientists, researchers, and stake-
holders within the industry in order to exchange and share their experiences, best
practices, and research results concerning all aspects of innovations in the area of
Smart Technologies in Urban Engineering.

The Conference STUE-2022 was held on June 9–11, 2022, to commemorate the
100th anniversary of the O.M. Beketov National University of Urban Economy in
Kharkiv. To ensure safety and security of every participant, the Conference was
held online. During this Conference, technical exchanges between the research
communities were carried out in the forms of keynote speeches, panel discussions,
as well as special sessions.

This book contains selected papers dealing with relevant topics including Smart
City, Transport Technologies and Logistics, Energy, Environment and Sustainable
Development, Electrical Engineering, Computational and Information
Technologies, and Materials Engineering and Manufacturing. All the contributions
offer plenty of valuable information and would be of great benefit to the experience
exchange among scientists in urban engineering.

The organizers of STUE-2022 made great efforts to ensure the success of this
Conference. We hereby would like to thank all the members of the STUE-2022
Program Committee and Organizing Committee, the reviewers for their effort in
reviewing and soliciting the papers, and all authors for their contribution to the
formation of a common intellectual environment for solving relevant scientific
problems.

We are also grateful to Springer—Janusz Kacprzyk and Thomas Ditzinger—as
the editor responsible for the series “Lecture Notes in Networks and Systems” for
their great support in publishing these selected papers.

Olga Arsenyeva
Tatiana Romanova
Maria Sukhonos

Yevgen Tsegelnyk
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Abstract. For transition to European standards for infrastructure development
and spatial data (SD) bank supply following the Directive of the European Parlia-
ment and of the Council of Europe (INSPIRE), which is mandatory for all member
states and candidates to join the EU, it is necessary to ensure uniform requirements
for the content of electronic documents on individual spatial objects. Significant
archives of information require automation of the converting process for differen-
tiated databases of SD to updated rules of digitally describing all instances of SD.
The main processes of data conversion are considered, based on which the forma-
tion technology of acceptable or missed information for spatial data infrastructure
is constructed. The paper examines that affine transformation is recommended for
cases where geometric distortions of SD are heterogeneous. It has been found that
the process of converting spatial and attributive information is more complicated.
It is shown that the converting of archival information is realized through a set of
functional rules following a set of regulated rules (SRR). It is noted that conversion
involves the process of bringing disparate SD in line with the new standards and
classifications of SD. The processes of transforming disparate SD between coor-
dinate systems and converting existing data sets relative to old and new classifiers
have been formalized. It is established that verification and validation tools allow
for detecting disaccord and forming the basis for further data ordering.

Keywords: Spatial data · Coordinate transformation · Converting · Validation

1 Introduction

Atpresent, there is an increase in the complexity of infrastructure and the density of build-
ings for various purposes. Currently, there is a high need for proper registration of the
legal status of spatial data (SD) in part of accounting for parcels and another real estate.
Since 2007, the European Union standards for the development of SD infrastructure
(INSPIRE) have been elaborated [1, 2].

Changes in the set of regulated rules (SRR) can be caused in particular by a process
such as reforming the administrative and territorial structure of the country, which leads
to a change in the addressing and subordination of objects and SD as a whole.

At the same time, until now, the interagency homogeneity of SD in existing thematic
geoinformation systems (GIS) has not been achieved. There is a significant duplication
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and conflict of information [3] in registers and systems both in paper and electronic
form. Individual SD is still absent from regional information systems.

In departmental institutions related to regional resources in each of the countries
over the past twenty years, a significant amount of SD has been accumulated. The
processes of accumulation and presentation of such information took place in some cases
without uniform technical regulations and methodological principles. Requirements for
the structure, composition, and quality of SD were not coordinated. The data using the
sundry classification systems and program-technological means were recorded.

Among decision-makers (DM) sufficiently differentiated information by the format
of presentation is collected and updated. Thus, the existing state of regional resources is
characterized by the following number of problems:

– mainly departmental principle of regional resources formation;
– significant duplication of project work among DM and users;
– lack of a unified system of national standards for SD products;
– lack of available metadata on the results of SD creation work;
– lack of organizational structure and network of GIS centers responsible for creating
and supplying SD databases (DB) at the national, regional, and local levels [4–6].

Among DM in the subject area of SD, there are difficulties in using significant arrays
of archival materials affiliated with to change of coordinate systems that are constantly
being improved.

The analysis of these tasks indicates the need to improve the processes of formation
and use of regional resources and the development of SD infrastructure.

Thus, at present, a basis for a concerted technological policy has been created regard-
ing uniform methodological principles and technical regulations for the creation of SD
under the new structure.

In recent years, work has intensified on the standardized digital form of presenting
basic SD sets [7].At present, significant archives of information have been formed,which
are quantitatively and qualitatively differentiated. Such conditions today complicate the
transition of enterprises and institutions to new standards of work. At the same time,
it remains economically viable to use existing archival information. The issues of DB
converting remain relevant [8].

Even with an identical visualization of SD database objects, attributive information
differs significantly. Without proper reorganization of information, the use of archives
in the new SD infrastructure is impossible.

It is necessary to automate the process of converting differentiated DB SD to the
updated rules for the digital description of all instances of SD [7, 9]. To switch to
European standards for maintaining an SD bank, it is necessary to ensure uniform
requirements for the content of electronic documents about individual spatial objects.

2 The Main Conceptual Provisions on the Processes of Converting
and Validating Spatial Data

A significant part of the attributive information in GIS requires determination in spatial
coordinates. An unambiguous coordinate description of SD in a particular coordinate
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system can be provided by transformation. Coordinate transformation is the determina-
tion of transition parameters as a result of constructing an interpolation or approximation
function by reference (combined) points, the coordinates of which are specified in the
input and output coordinate systems.

The algorithm for working with the transformation field and the accuracy of the
definition of SD depends on the optimal dimensions of the side of the triangular finite
element (as an element of the triangulation surface of space) and its area.

SD converting is the conversion of SD from one format to another while maintaining
the basic logical and structural content of information. By converting way the conversion
of disparate SD to new SD standards and classifications is provided. There is also a direct
connection with the SRR.

In order for information systems to be viable, the data sets used in them need due
checking [10]. It is necessary to provide for the converting of disparate archival SD for
the possibility of further analysis and processing, that is, SDmust meet the requirements
of the existing SRR. In the process of converting differentiated SD sets into a single
digital description space, some of the data may not be appropriate. Verification and
validation tools allow you to mark various kinds of inconsistencies and determine the
degree of adequacy of the data obtained after the conversion.

Verification is a checking process when converting SD archives, which is proof that
the probable fact or statement is true. Validation is a procedure that gives a high degree of
confidence that a particular process, method, or system will consistently lead to results
thatmeet predetermined acceptability criteria.Validation as opposed to verification relies
on SRR. The combination of the presented methods can ensure the acceptability of using
archived sets of disparate SD to increase the efficiency and adaptability of national spatial
data infrastructures (NSDI).

Detected inconsistencies in validation will prompt to look for the right additional
methods and recovery solutions for missed data.

Summarizing the above processes of information interaction formation, we will
present information technology that provides NSDIwith valid SD andmarks themissing
data (see Fig. 1).

Fig. 1. SD converting and validation technology.

The main processes of data conversion are considered, based on which the forma-
tion technology of acceptable or missed information for SD infrastructure has been
constructed.
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3 Models of Converting Archived Spatial Data

3.1 General Formulation of the Problem

Suppose there is a set of disparate archival SD (ID) in archived data sets (�1) ID ⊆ �1,
which can represent part of the objects of the coordinate space ID = {

SDD
i

}

i= −
1,k

,

where k – total number of instances of disparate archive SD. Any object of the archive
can be characterized by a tuple of parameters ∀i, SDD

i → 〈GA,�〉, where: GA – set of
coordinates described in the old coordinate system A = (

XA,YA,ZA
)
, which consists of

the corresponding domains of coordinate axesXA,YA,ZA;� – set of attribute parameters
according to the old rules of digital data description, in which one or more attribute
parameters reproduce a relationship with the geometry of an object.

Defined instances of the set ID can: refer to a certain coordinate space and have a
property g, which indicates membership to outdated coordinate systems; be described
according to a specific digital classifier and have a property a, which concerns non-
modern rules for the digital description of instances. Conceptually, these properties
reflect the different scope and content of information about objects. This considered
variability complicates the rapid application of such data.

In order to archive arrays of disparate SD (ID) was processed along with another
SD (I ), where I = {

SDj
}

j= −
1,n

, n – total number of acceptable instances, it is necessary

to provide an appropriate, that is, a single-valued digital description of the (�2) I ⊆
�2. Converted SD (I ) acquires the following properties: i – matching an instance of
convertible and verified SD, q – membership to the modern coordinate system, b –
presentation under the new rules for digital description of instances (see Fig. 2).

Note that a properly described object can be characterized by a tuple of parameters
∀j, SDj → GB, �, where: GB – set of coordinates described in the new coordinate
system B = (

XB,YB,ZB
)
, which consists of the corresponding domains of coordinate

axes XB, YB, ZB;� – set of attribute parameters according to the updated rules of digital
data description.

Fig. 2. Graphical representation of the model of converting archival SD to a single-valued coor-
dinate and attributive space. Blocks: 1–4 – different SD variants, 1’-4’ – converting results, 5 and
5’ – generic SD sets according before and after conversion.
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3.2 Geometric Component of SD Converting

In the converting model to SD geometry components, it is advisable to apply coordinate
transformation based on affine transformation by finite elements [11, 12]. The process
of affine transformation occurs over instances of the SD set by transforming from the
old coordinate space A, which may include a basic coordinate system and number of
derived systems that describe the geometry ID, to the new coordinate space B, which
meets the requirements of modern methods of positioning and the current SRR.

To solve the problems of ambiguous differences between outdated and modern
descriptions of the coordinate space, it is necessary to design a transformation field
into a limited area (administrative divisions, capacity of object, etc.) [12, 13]. Trans-
formation field (analogue of National Transformation Version 2 (NTv2) [14, 15]) is a
model of a limited area with vertices spatially defined in both coordinate systems, which
ensures the transformation of coordinates (see Fig. 3).

With the help of set-theoretic approach in a single unified form, the process of
affine transformation between coordinate systems is formalized. A ta B, as a bijective
reflection:

transform : GA → GB, (1)

where GA =
{(

xAg , yAg , zAg
)

g=1,p
|xAg ∈ R, yAg ∈ R, zAg ∈ R

}
– set of coordinate (geomet-

ric) parameters

in the coordinate system A, and GB =
{(

xBg , yBg , zBg
)

g=1,p
|xBg ∈ R, yBg ∈ R, zBg ∈ R

}

– set of coordinate (geometric) parameters in the coordinate system B, where p – num-

ber of coordinate compositions,
(
xAg , yAg , zAg

)
ta

(
xBg , yBg , zBg

)
– geometric coordinates

of the g-th coordinate compositions, accordingly, in two coordinate spaces.

Fig. 3. Illustration of the transformation model: ωx, ωy , ωz – angles of rotation around the
corresponding coordinate axes X -abscissa, Y -ordinate and Z- applicate.
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Affine transformation is recommended for cases where SD distortions are heteroge-
neous, that is, they have different character in its different areas. A given set of points
is triangulated (is divided into finite triangular elements). The region given by each tri-
angle is transformed by an affine transformation constructed by three reference points
corresponding to the vertices of the triangle.

SD outside the triangular grid is transformed in the same way as the nearest triangle.
In order for the boundaries to be erected when drawing up a mosaic coverage from
individual fragments of SD, common reference points are provided at the boundaries of
the fragments.

It is the conversion of the 1st order (affine) that allows you to limit yourself to three
reference points, which from an economic and practical point of view is profitable.
At the same time, it is worth to remember that affine transformation can compensate
only for general distortions like displacement, rotation and stretching. That is, the affine
transformation will be able to transform the parallelogram into a rectangle but will not
be able to make a rectangle from a trapezoid of general appearance.

The size of the area that can be shown on the plan, without going beyond the specified
accuracy on the plane is determined by the formula:

r =
√
3 · R2 · mt, (2)

where R – radius of the terrestrial globe; mt – the specified accuracy of the points of the
reference network in map; r – radius of the circle within which the specified accuracy
is ensured.

Allowable distance, taking into account the conditions of the formula (2), will be
equal to the value of the 2r. In otherwords, the diameter of such a circle can be considered
as the largest value of the side of a finite triangular element. The maximum area at such
an allowable distance is reached only in an equilateral triangle and it is founded on the
formula:

SET = l2 · √
3

4
, (3)

where l – side of an equilateral triangle. Replaced with value 2r and we get

SET = r2 · √
3. (4)

3.3 Converting of Spatial and Attributive Information

Unlike affine transformation, the process of converting spatial and attributive informa-
tion seems somewhat more complicated. Conceptually, it should take place in such a
sequence:

– open a working data set based on the old classifier;
– start the converting process using the developed tool;
– get a working map with a set of data based on a new classifier.
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In general, in the converting model, the components of the SD description include
the following sets: classes, their instances and attributes of instances. Thus, SD working
sets�1 = {Xo,No,Po} and�2 = {Yo,Mo,Qo} formalized as three-dimensional arrays,
where regions are represented by classes (Xo, Yo), rows – instances (No,Mo), columns –
attributes (Po, Qo).

Xo = {
xoi

}
i=1,c,Yo =

{
yoj

}

j=1,e
,

where xoi ta yoj – instances of sets Xo and Yo accordingly; c – number of classes in the
old classifier, e – number of classes in the new classifier;

No = {
nok

}
k=1,h,Mo = {

mo
l

}
l=1,u,

where nok ta mo
l – instances of sets No and Mo accordingly; h – number of instances

(objects) in a working set �1, u – number of instances (objects) in a working set �2;

Po = {
por

}
r=1,v,Qo = {

qot
}
t=1,w,

where por ta q
o
t – instances of sets Po and Qo accordingly; v – number of attributes in

the old classifier, w – number of attributes in the new classifier.
A single instance of a three-dimensional array looks as follows:

– element poi,k,r ∈ �1 is an instance attribute noi,k ∈ No of class xoi ∈ Xo;

– element qoj,l,t ∈ �2 is an instance attribute mo
j,l ∈ Mo of class yoj ∈ Yo;

– if nok /∈ xoi (m
o
l /∈ yoj ), then noi,k ∈ ∅ (mo

j,l ∈ ∅);
– if por /∈ nok (q

o
t /∈ mo

l ), then poi,k,r ∈ ∅ (qoj,l,t ∈ ∅).

Conversion of archival information is carried out through a set of functional rules
(F) according SRR [7, 16] and formalized as a surjection reflection for classes e ≤ c,
bijective – for instances (objects) u = h, injection – for attributes w ≥ v (see Fig. 4).

Fig. 4. Model of SD converting.
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Each class has its owncombination of attributes, but their total number in the classifier
is static. Provided that each class consists of all possible attributes of the classifier, the
non-essential and unrelated attributes will simply remain empty [7].

If a single instance of the model noi,k describe through its attributes n
o
i,k = {

por
}
r=1,v,

then all classes of the model can be represented through the entire set of attributes of
related instances as follows:

X o =
{{{

por
}
k

}
i

}

i=1,c,k=1,h,r=1,v
,

similarly for a set of �2.

Y o =
{{{

qot
}
l

}
j

}

j=1,e,l=1,u,t=1,w
.

During converting conversion of digital description of vectorial data must pass
through a set of functional rules (F) [7, 16] when converting. These rules are func-
tions of dependency of individual attributes of the set �2 from one or more attributes
�1:

qoj,l,t = fj,l,t
{
poi,k,1, p

o
i,k,2, . . . , p

o
i,k,r, . . . , p

o
i,k,v

}
,

or, unifying the description of variables to the general form, receive:

qoj,l,t = fj,l,t{Xo,No,Po}. (5)

Rules F enable verification of all convertible data sets. Expression through the spec-
ified functions of all components of the working set �2 forms the core of the conversion
process (see Fig. 4).

To check the model of converting to adequacy in the work, an approach to validation
of convertible data is proposed.

3.4 Adequacy of Converting Results and Validation

Converting and validation involve the process of bringing a disparate ID following the
current SRR, that is, new standards and classifications of SD.

According to the semantic context, information about the object should be presented
without significant differences. The same cannot be said for the naming, typing and
encoding of all data of the same spatial object in two (ormore) structures for representing
the old classification. Direct transition an array of attribute values without losing or
distorting data is not possible [7, 8].

Ordering of SD will allow to fill DB with homogeneous arrays of archival materials,
which will give a significant positive result in the implementation of the NSDI.

Checking for the adequacy of any data array converting results is an important step
in filling DB. At paper [17] introduces approaches that allow DM and GIS users to mark
missed information in large SD arrays. Checking different data sets for correctness forms
its criteria according to SRR and displays the result in a text format document.
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At work [18] the validation process is used to detect and correct errors in the file
system. The application discussed in this study checks and detects errors among system
parameters and saves the test results to CSV files.

Checking methods play an important role in identifying possible errors or incon-
sistencies. Thus, in [19] validation with the appropriate criterion of requirements is
considered as a heterogeneous process based on use of various independent methods.

To ensure the validation process, it needs to perform the following tasks:

– to analyze the value I ;
– to form a number of checking rules;
– to realize the validation process and get the result of the checking in the reporting
form as marking of the missed SD in DB (IM ).

Since validation is used in different areas, it is used in different ways depending on
the data constraints for checking.

Symbol-by-symbol checking. Such verification is performed in the user interface
provided and can serve as a lexical analysis of the compiler to detect inadmissible
characters, so it is also called “lexical”.

Verification of separate values. This checking is set in a separate field and is per-
formed during data entry and after entering when the field loses focus. Such verifications
by analogy with compiler terminology are called “syntactic”.

Set of input values. Checking occurs after the program has received data. During this
validation, so-called “semantic” verification is performed, aimed not only at individual
values but also at the relationships between them.

System status check after data processing. This method is used when the verification
of input data cannot be performed, that is, the data are processed with the ability to return
everything to its original state. Such verification is often called “transactional”.

So, validation is proof that the process works as it should. The above method of
checking the state of the system after data processing is completely subject to the tasks
of this study.

As a result of validation among the entire volume of SD (I ) according to the devel-
oped verification rules, it can be determined the SD set (IV ), which is valid in relation
to the SRR, and the marked set SD (IM ), containing data of varying degrees of incon-
sistency. Characteristic property for IV is v, which corresponds to valid instances of
SD. Characteristic property for IM ism, which characterizes inappropriate (missed) SD.
These sets have a common property z ∈ RSR, which determines the regulatory com-
pliance of SD instances. Taking into account the results of the converting, the possible
results of the validation process are formalized: IM ∈ �2, IM = {

1′′, 2′′, . . .
}
– marked

SD instances that do not match SRR, IV ∈ �2, IV = {
3′′, 4′′, . . .

}
– valid SD instances,

i.e. corresponding to SRR (see Fig. 5).
Verification and validation tools allow to mark inconsistencies and serve as reliable

auxiliary tools for further tasks of unsealing such data in the process of information
interaction. This prompts the development of additional deployment methods of the
NSDI, which should provide for the reproduction of missing data.
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Fig. 5. SD validation process according to SRR requirements. Blocks: 1’-4’ – converting results
with verification; 5’ – sets of SD after conversion; 6 – set of omitted SD; 7 – set of valid SD; 1”,
2” – instances of SD that do not correspond to SRR; 3”, 4” – valid instances of SD.

4 Conclusion

Thus, an affine transformation is recommended for cases where geometric distortions of
SD are heterogeneous. It is noted that the converting provides the process of putting the
disparate SD in order with the new standards and classifications of SD. A new structure
of information interaction is proposed due to models of disparate SD transformation
between coordinate systems and converting of existing data sets relative to old and
new classifiers. It is established that verification and validation tools allow to detect
inconsistencies and to form the basis for further ordering of data.
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Abstract. The article describes a mathematical model and an algorithm to con-
struct a curve passing through two given points and having given tangent angles
and curvature values. The conditions imposed on the curve are formulated by four
nonlinear integral equations with respect to four unknown variables. Finding a
solution of this system of equations is reduced to a non-smooth optimization prob-
lem solved by a modification of r-algorithm. Computational results are presented
for a corresponding problem in aerodynamics.

Keywords: Natural parameterization · Cubic curvature · r-Algorithm ·
Nonsmooth optimization

1 Introduction

Naturally parameterized smooth curves are used widely in practice where it is desir-
able to describe flow, smooth trajectory [1], path or shapes derived from thereof. The
derived shapes are, for example, aerodynamic and hydrodynamics cowls, nozzles, wings,
propellers and turbine blades.

Usually, there are used simpler curves, like Bezier [2], B-splines [3], because they
are much more easily implemented and calculable for the purposes of machine graphics.
Also, there often used compound curves, like [4], for piecewise approximation; also,
adaptive type curve building used [5, 6], and overall there are many physically based
methods to choose correct curve parametrization approach for given case [7–11]. How-
ever, most of them have a flaw of being not “fully” smooth (stepwise second or further
derivatives etc.). While it generally does not matter for CAM, for manufacturing errors
usually much more than errors of curve approximation, it matters for design, calculation
and simulation, where insufficient non-smoothness may throw off most methods.

Design works often require quick approximate methods for deriving a nozzle con-
tour with high functioning parameters. This additionally constraints geometric contour
properties, which could be provided by applied geometry methods, geometric mod-
elling of 2D curves in particular [12]. These methods utilize natural parametrization
algorithm methods [13, 14] and curvature distribution functions for providing contour
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geometric properties which in turn must satisfy gasodynamic requirements. Also, natu-
rally parametrized curves like that are useful in other areas, like load calculation [15].
Curves in natural parametrization are actively used in Mykolaiv school works of applied
geometry [16, 17]. Using curvature constraints and input is effective while designing
turbine blade profiles [17], as well as designing nozzle profiles [18]. Let’s note, that for
naturally parametrized curves, using linear or quadratic curvature distribution law, you
can avoid “waviness” of curvature, which can appear in cases of building 2D curves by
widely known Bezier-Bernshtein method [20].

In the paper we suggest building shapes on the basis of a curve with polinomially
varied curvature, which is void of deficiencies listed above. Practical application of
such curves is hampered by lack of proper math and software tools, which our work
is intended to correct. The material is presented in five sections. Section 2 presents the
geometric formulation of the problem of constructing a curve in natural parameterization
with a cubic curvature and considers the corresponding system of non-linear integral
equations (SNIR). Section 3 presents the optimization problem for finding the SNIR
solution and the method for its solution using a modification of Shor’s r-algorithm [20].
Section 4 describes the application of the developed program for the construction of
S-shaped fragments of the outer contour of the nozzle and the method of approximation
(smoothing) of the contour of the central body.

2 Problem Formulation

2.1 Geometric Model of the Problem

The problem (see Fig. 1) is as follows. You need to connect the points A(xA, yA) and
B(xB, yB) by two-dimensional curve in natural parameterization using cubic law of
curvature distribution (the curve is determined by the length S, where the curvature
k(s) = as3 + bs2 + cs+ d has a cubic dependence on the length of the curve) so that at
the points A and B the given values of tangent angles ϕA, ϕB and curvature values kA, kB
were achieved. The angles ϕA and ϕB are measured in radians.

For the curve x(s), y(s), s > 0 in natural parameterization the value of tangent
angle ϕ(s) at the point (x(s), y(s)) is defined by the formula

ϕ(s) = ϕ(0) +
∫ s

0
k(s)ds = ϕ(0) + as4

4
+ bs3

3
+ cs2

2
+ d × s, (1)

and the coordinates x(s) ta y(s) by formulas

x(s) = x(0) +
∫ s

0
cosϕ(s)ds, y(s) = y(0) +

∫ s

0
sin ϕ(s)ds. (2)

Here the curvature k(s) = as3 + bs2 + cs + d is given as a cubic function from the
curve length s, where a, b, c, d are the given coefficients.
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Fig. 1. Initial data for the geometric model of the problem.

2.2 The System of Nonlinear Integral Equations

Let S be the curve length from the point (xA, yA) to the point (xB, yB). The system of
four nonlinear equations and one linear equation corresponds to finding the parameters
of curvature a, b, c, d and length S:

xB = xA +
∫ S

0
cos

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ d × s

)
ds, (3)

yB = yA +
∫ S

0
sin

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ d × s

)
ds, (4)

ϕB = ϕA + aS4

4
+ bS3

3
+ cS2

2
+ d × S, (5)

kA = d , kB = aS3 + bS2 + cS + d . (6)

The system (3)–(6) has five unknowns: a, b, c, d – four coefficients of the quadratic
function, S – the total length of the curve. The system includes four nonlinear equations,
among which Eqs. (3) and (4) are integral and depend on the unknown parameters of
the subintegral functions and the unknown upper limit for the definite integral.

Integral Eqs. (3) and (4) connect the coordinates of the pointsA(xA, yA) andB(xB, yB)

by formulas (2). Nonlinear Eq. (3) is the equation for the angle ϕB at the point B, which
according to formula (1) is determined by the given angle ϕA at the pointA. Two Eqs. (6),
the first of which is linear, define the conditions for curves kA = k(0) and kB = k(S)

accordingly at the points A and B.
From the linear equation in (6) follows d∗ = kA, therefore, system (3)–(6) can be

substituted by the system of four nonlinear equations with four unknowns a, b, c, S. To
find solutions of this system, let’s consider a method based on the modification of the
r-algorithm [21, 22] for solving the problem of minimizing the non-smooth function
(sum of modules of residual of Eqs. (3)–(6)) subject to constraint for the length S to
ensure its positive feasible value.
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3 Optimization Problem and Algorithm for Its Solution

3.1 Optimization Problem

Let’s consider the conditional problem of minimizing sum of modules of residual
functions for Eqs. (3)–(6), which has the form [23], find

f ∗ = f (a∗, b∗, c∗, S∗) = min
a,b,c,S

{
f (a, b, c, S) =

4∑
i=1

|fi(a, b, c, S)|
}

(7)

subject to

Smin ≤ S ≤ Smax, (8)

−π

2
≤ ϕA + a

i4S4

4N 4 + b
i3S3

3N 3 + c
i2S2

2N 2 + kA
iS

N
≤ π

2
, i = 1, . . . ,N , (9)

where the residuals for Eqs. (3)–(6) are given by the following functions

f1(a, b, c, S) = xB − xA −
∫ S

0
cos

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs

)
ds, (10)

f2(a, b, c, S) = yB − yA −
∫ S

0
sin

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs

)
ds, (11)

f3(a, b, c, S) = ϕB − ϕA − aS4

4
− bS3

3
− cS2

2
− kAS, (12)

f4(a, b, c, sp) = kB − aS3 − bS2 − cS − kA, (13)

N is the number of equal subintervals on the interval [0, S] for discretization of the
function ϕ(s) = ϕA + as4

4 + bs3
3 + cs2

2 + kAs, s ∈ [0, S].
Here, the objective function (7) is non-smooth and means minimizing the sum of

the modules of functions (10)–(13) – residual functions for Eqs. (3)–(6). Constraints (8)
guarantee positive values for the length S, which is the upper limit for certain integrals in

the residual functions (10) and (11). Here Smin =
√

(xB − xA)2 + (yB − yA)2 –minimum
distance between points (xA, yA) and (xB, yB), Smax > Smin – parameter to control the
upper limit on S – the total length of the curve.

Constraint (9) ensures the existence of the unique global minimum for problem (7)–
(9). It uses the complement of problem (7)–(8) by a discrete analogue of the continuous
constraint

−π

2
≤ ϕ(s) = ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs ≤ π

2
, s ∈ [0, S]. (14)

Constraint (14) means that the angles of inclination of the tangents at any point of the
curve do not exceed the specified range ϕ(s) ∈ [−π/2, π/2], that is, the function y(x)
on the interval [xA, xB] is uniquely defined. If Smax ≥ S∗, then the problem (7)–(9) has
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a unique point of the global minimum, which coincides with the solution of the system
(3)–(6) with the smallest total length of the curve.

If finding the local minimum for problem (7)–(9) results in f ∗ = 0, then the global
minimum point is found (a∗, b∗, c∗, S∗)T , components of which together with d∗ = kA
are solution of the system (3)–(6). If we obtain f ∗ > 0, then the point (a∗, b∗, c∗, d∗ =
kA, S∗)T is not solution of the system (3)–(6).

3.2 Algorithm for Solving the Optimization Problem

Problem (7)–(9) is a problem of minimization of non-smooth function, which is defined
not for all values, but only for those that are positive and allow to calculate definite
integrals for functions f1(a, b, c, S) and f2(a, b, c, S). To find the point of the global
minimum in the problem (7)–(9) a modification of the r-algorithm [21] can be used,
which takes into account this feature of the problem. At the point where the generalized
gradient of the objective function is undefined, the modification of the r-algorithm uses
the generalized gradient to one of the violated constraints (8) and (9).

We give the formulas for calculating the generalized gradient of the objective func-
tion (7). Let the vector gf = (∂f /∂a, ∂f /∂b, ∂f /∂c, ∂f /∂S)T be generalized gradient
of the objective function f (a, b, c, S) = ∑4

i=1 |fi(a, b, c, S)|. The components of the
generalized gradient are calculated by the formulas:

∂f

∂a
=

4∑
i=1

sign(fi)
∂fi
∂a

,
∂f

∂b
=

4∑
i=1

sign(fi)
∂fi
∂b

,

∂f

∂c
=

4∑
i=1

sign(fi)
∂fi
∂c

,
∂f

∂S
=

4∑
i=1

sign(fi)
∂fi
∂S

,

(15)

where

∂f1
∂a

= +
∫ S

0

s4

4
sin

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs

)
ds,

∂f3
∂a

= −S4

4
,

∂f2
∂a

= −
∫ S

0

s4

4
cos

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs

)
ds,

∂f4
∂a

= −S3,

(16)

∂f1
∂b

= +
∫ S

0

s3

3
sin

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs

)
ds,

∂f3
∂b

= −S3

3
,

∂f2
∂b

= −
∫ S

0

s3

3
cos

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs

)
ds,

∂f4
∂b

= −S2,

(17)

∂f1
∂c

= +
∫ S

0

s2

2
sin

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs

)
ds,

∂f3
∂c

= −S2

2
,

∂f2
∂c

= −
∫ S

0

s2

2
cos

(
ϕA + as4

4
+ bs3

3
+ cs2

2
+ kAs

)
ds,

∂f4
∂c

= −S,

(18)
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∂f1
∂S

= − cos

(
ϕA + aS4

4
+ bS3

3
+ cS2

2
+ kAS

)
,

∂f3
∂S

= −aS3 − bS2 − cS − kA,

∂f2
∂S

= − sin

(
ϕA + aS4

4
+ bS3

3
+ cS2

2
+ kAS

)
,

∂f4
∂a

= −3S2 − 2S − c.

(19)

In the modification of r-algorithm at the point where the generalized gradient of
the objective function is undefined, it is substituted by a generalized gradient to one of
the violated two-side constraints (8) or (9). Four violated constraints gi(◦) ≤ 0, i =
1, . . . , 4 are used for this purpose, which are selected in the order: g1(S) = Smin − S,
g2(S) = S − Smax – for two-side constraints (8),

g5(a, b, c, S) = N
max
i=1

{
−π

2
− ϕA − a

i4S4

4N 4 − b
i3S3

3N 3 − c
i2S2

2N 2 − kA
iS

N

}
,

g4(a, b, c, S) = N
max
i=1

{
ϕA + a

i4S4

4N 4 + b
i3S3

3N 3 + c
i2S2

2N 2 + kA
iS

N
− π

2

}

– for two-side constraints (9). If constraints (8), (9) are satisfied, then a generalized
gradient of the objective function (7) is used, which is calculated by Eqs. (15)–(19).

The algorithm for solving problem (7)–(9) is implemented in Octave language using
the octave function ralgb5a. It either finds the global minimum of the objective non-
smooth function, or signals that the system of constraints (8)–(9) is incompatible. This
may be the case in the absence of a solution in system (3)–(6) under constraints (8), (9),
and in the case where the algorithm stops at a "suboptimal" point, given that for large
values of the parameter Smax the problem (7)–(8), which does not take into account the
constraints (9), is multi-extremal.

The generalized gradients of the objective function (7) are calculated by formulas
(15)–(19), and the definite integrals, both in formulas (10), (11) and in formulas (16),
(17), (18) for the components of generalized gradients, calculated by the trapezoidal
rule. So, for example, in formula (10) the definite integral is calculated by the formula

∫ S

0
cos(ϕ(s))ds ≈

(
cosϕ(0) − cosϕ(S)

2
+

N∑
i=1

cos(ϕ(si))

)
h =

=
(
cosϕ(0) + cosϕ(S)

2
+

N−1∑
i=1

cos(ϕ(si))

)
h,

where h = S/N , N is the number of subintervals on the interval s ∈ [0, S], for dis-
cretization of the function cos(ϕ(s)) = cos

(
ϕA + as4/4 + bs3/3 + cs2/2 + kAs

)
, and

the definite integral from (16) is calculated by the formula
∫ S

0

s4

4
sin(ϕ(s))ds =

(
−S4

4
sin(ϕ(S)) +

N∑
i=1

s4i
4
sin(ϕ(si))

)
h =

=
(
S4

4
sin(ϕ(S)) +

N−1∑
i=1

s4i
4
sin(ϕ(si))

)
h.
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4 Computational Results

Using various boundary conditions at interval ends in problem (7)–(9), it is possible to
build various S-like curves (having one inflection point) by given curvature plot. Varying
inflection point position within interval it is possible to model various external contours
of aerodynamic nozzles (Laval, Frankl, Stanton). The method can be used for profiling
compressor turbine blades by defining skeletal profile (principal airfoil cross-sections)
line using S-like curve.

Algorithm for (7)–(9) problem solution is tested on several problems of building
external contours of Laval nozzle fragments. Figure 2 illustrates overall look of external
contour nozzle fragment in supersonic area for various k1 values, scaled to fit.

Comparison of two solutions for (3)–(6) for x1 = y1 = 0, x2 = 2, y2 = 1, ϕ1 =
ϕ2 = 0, k2 = 0 and two values k1 = 0 and k1 = 2, that correspond to S-like curves, is
represented on Fig. 3. On the figure the curves are in solid and dotted lines (top left),
plots for tangent angles (top right), plots for curvature and its derivative (bottom). From
the curvature plots it can clearly be seen that both curves are S-like, for they have a
single inflection point, matching to zero curvature.

Fig. 2. Fragments of the outer contour of the nozzle for different k1

Algorithm for (7)–(9) problem solution was used in approximation (smoothing)
method for center body contour, which consists is representing two of its intervals using
S-like curves, where first curve models subsonic part of central nozzle and second part
models supersonic part of the central nozzle. Each of the S-like curves is a flat one with
cubic law of curve distribution by natural parametrization. It is obtained either as a result
of minimizing sum of squares of distances from curve to the given set of contour points
(least square method), or as a result of minimizing sum of distances from curve to the
given set of contour points (least modulo method).

Unlike other smoothing methods, including smoothing methods using spline-
functions, the presented method guarantees smooth change in contour curvature, pro-
vided by natural parametrization with cubic law of curvature distribution. Let’s present
results of the approximation method, using example of the point-defined contour, setting
derivatives at end points as zero (see Table 1).
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Fig. 3. Two S-curves for the system (3)–(6): k1 = 0 and k1 = 2

Table 1. Point-defined contour, which includes 14 points.

i xi yi i xi yi

1 −216.680000 78.840891 8 −93.151429 150.726455

2 −199.388394 82.662538 9 −81.003369 156.694929

3 −182.333640 92.146215 10 −64.809795 162.158593

4 −170.482179 102.580692 11 −48.383973 166.193093

5 −147.849809 117.679087 12 −31.324910 168.943913

6 −120.476549 134.114910 13 −14.712846 170.439555

7 −93.151429 140.646664 14 0.000000 170.830030

Using the leastmodulomethodoptimal values of curvature at border points of contour
fragments, which are found accurate to the curvature intervals discretization, there is a
curvature k1 = 2.42103 in leftmost point of the fragment, and there is a curvature
k2 = −0.52632 in rightmost fragment point. They correspond to approximating flat
curve illustrated on Fig. 4. It can be easily seen from Fig. 4 plots that all 14 points are
approximated quite well with obtained S-like curve.
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Fig. 4. Approximating curve with cubic curvature distribution law

5 Conclusion

Themethod developed in the paper, which includes amathematicalmodel and algorithm,
can be used to profile transition channels of variable cross-section with the required
geometric properties (along with the Bezier-Bernstein method). This method can be
used to profile the compressor blades by specifying the skeletal line of the profile using
an S-shaped curve. It can be used to design S-shaped fragments of the outer contour of
the nozzle and the contour of the central body. The choice of curve values and allows
to control the shape of the curve in such a way that at the base (reference) points the
characteristics of the curve correspond to the specified characteristics of the projected
profile.

Suggested approach for S-like contour building can be used to develop a geometric
model of building external and internal contours of nozzle with central body. Such
nozzle design is one of actual problems for increasing parameters of modern aviation
engines, namely thrust and energy characteristics for given constraints on dimension
and mass of the nozzle [24]. Developed mathematical model, algorithm and, in future,
software could be used for profiling fragments of nozzles andbypasses of jet engines [25].
Alongside Bezier-Bernshtein, suggestedmethod can be used for building bypass channel
profiles of variable cross-sectionwith necessary geometry properties. For example, using
the method can model profile fragments that can be presented as convex (concave),
monotonously rising and falling. Choice of curvature values can guide curve shape in
such a way to set necessary designed profile parameters at reference points.

Further developments shall include advanced constraints, like limits on maximum
curvature, limits on monotonicity of curvature distribution; also, less computation-
ally intensive estimation algorithms are desired. Well developed, this can be excellent
addition in CAD toolbox, as well as other specialized cases.
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Abstract. One of the most important challenges in modeling structures of mate-
rials is development and application of new intelligent technologies. To study
mechanical properties, e.g., density, a small cuboidal core of the material is
extracted from a large volume for further analyses. Due to the cutting edges,
material particles may not belong completely to the core volume. This gives rice
to a new class of packing problems where the standard containment conditions
(all particles are entirely in the container) are substituted by a relaxed containment
(all centers of the particles are in the container). A 2D version of this non-standard
problem is presented and formulated as a nonlinear programming problem con-
sidering non-overlapping and relaxed containment constraints. A new solution
technique is proposed combining a fast algorithm for generating feasible start-
ing points and a local optimization procedure based on nonlinear programming.
Computational results are provided and illustrated with several examples.

Keywords: Intelligent technology · Packing problem · Mathematical modeling ·
Nonlinear optimization · Material structure

1 Introduction

The problem of studying structural properties of various materials, powders, rocks arises
in modern scientific research in materials science [1, 2], additive technologies [3–6],
petrography [7, 8]. These studies are intended for creating new materials with specified
parameters, increasing the efficiency of technological processes [9] and determining the
optimal composition of composite materials [1].

There are two ways of conducting this research. The first way leads to expensive
laboratory studying the structure of materials using valuable high-precision spectral
microscopes. The second way allows creating an intellectual information system [9] for
computer modeling the structure of materials instead of expensive natural experiment.
The mathematical basis of this information system can be geometric design [10, 11].
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Tackling the geometric design problem enables to determine the optimal placement
of a given set of geometric objects in a given domain. According to the approach, the
particles of the material under study can be presented by a set of geometric objects of
a given shape. The space form can be determined as a result of earlier material studies.
The essence of the problem is to find a dense placement of material particles in a given
domain and study material properties (e.g., material porosity, permeability, filtration
parameters, strength parameters).

Laboratory research exploits a spectral microscope a fragment of material hav-
ing rectangular form is investigated, a rectangular area is taken as a placement area
at simulation modeling.

When conducting experimental research using a microscope, a rectangular fragment
of the material is tested. For these reasons a rectangular area is taken as a placement
domain in simulation modeling. In so doing, the material particles are cut by the frontier
of the studied fragment (e.g., a rectangle). In this regard, for adequate computer simula-
tion of the material structure one should take into account that the particles placed may
not fully belong to the placement domain.

In this paper a mathematical model for placing particles (circles) in a rectangular
area is proposed. Instead of the standard containment conditions (the circles are entirely
in the container), the relaxed containment is used (the centers of the circles are in the
container). A modification of the jump algorithm [12] considering the relaxation of
containment conditions and a concept of adding artificial circles is developed.

The proposed mathematical model and solution algorithm can be used in the
intelligent technologies creating for modeling the structure of materials.

2 State-of-the-Art

Nowadays a great number of investigations of circle packing problem (CPP) are known.
Authors consider a big variety of different models and methods for solving CPP as
precise as heuristic [13–15].

In [16] up-to-date mathematical models of packing problems are reviewed. The
authors of the paper emphasize that the phi-function technique [11, 17, 18] is a promising
tool for analytical description of interactions of geometric objects.

Packing congruent circles with the packing factor π
√
3/6 ≈ 0.91 is known to be the

densest one for circles. Paper [19] considers different optimization methods for solving
open dimension problems (ODP) of packing spheres. One of the simplest algorithm is
based on optimization by groups of variables. The method yields a feasible solution of
the problem which is not in general a local minimum. The approach is known as the
block-coordinate descent method [20].

Huang et al. [21] proposed greedy algorithms for packing circles into a rectangle
of given sizes. The first heuristic packs the next circle according to the maximum-hole
degree rule. The second heuristic is a self-look-ahead search strategy that chooses the
next circle to be packed and calculates its position. In [22] the optimized CPP is reduced
to a linear integer programming problem of large dimension due to a finite grid of
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approximation of the container. In [23] the approach is adopted for so-called circular-
like objects that can be presented as circles in a certain metric. In [24] a metaheuristic
binary monkey algorithm is used to solve the grid approximation. The paper [25] pro-
poses hybrid algorithms combining beam and binary interval search with an open-strip
generation procedure and a multi-start separate-beams strategy for solving the circular
ODP.

An idea of increasing the number of variable parameters considering radii of circles
as variables is proposed in [12]. Specialways for construction of starting points are devel-
oped. A multi-stage jump strategy which allows movement from one local minimum to
another decreasing the objective is presented. Constructed is an additional rigid system
of constraints which ensures the convergence of variable radii to the origin values.

The best-known solutions for packing equal and non-equal circles into various
containers are available at E. Specht’s website [26].

3 Problem Formulation

Let a set of circles Si(ui) = {(x, y) ∈ R2 : (x−xi)2+ (y−yi)2−(ρi)
2 ≤ 0} be given.Here

ui = (xi, yi) and ρi > 0 are centers and radii of the circles Si(ui), i ∈ I = {1, 2, ..., n}.
The circles should be placed in a rectangle R(b) = {(x, y) ∈ R2 : 0 ≤ x ≤ a, 0 ≤ y ≤
b} (domain) where a is fixed and b is a variable.

The problem is formulated as follows. Find a vector u = (u1,u2, ...,un) ∈ R2n

which provides placing centers ui of non-overlapping circles Si(ui), i ∈ I , inside the
optimized rectangle R(b).

A mathematical model of the packing problem can be presented as a nonlinear
programming problem

b∗ = min b, s.t.V = (u, b) ∈ W ⊂ R2n+1 (1)

where

W = {V ∈ R2n+1 : ϕij(ui,uj) ≥ 0, i < j ∈ I , ϕi(ui, b) ≥ 0, i ∈ I}, (2)

ϕij(ui,uj) = (xi − xj)
2 + (yi − yj)

2 − (ρi + ρj)
2,

ϕi(ui, b) = min{xi, b − xi, yi, b − yi}.
The inequality ϕij(ui,uj) ≥ 0 ensures non-overlapping of Si(ui) and Sj(uj), i < j ∈ I ,
while ϕi(ui, b) ≥ 0, i ∈ I provides containment of centers of Si(ui),i ∈ I into the
rectangle R(b).

The inequality ϕi(ui, b) ≥ 0, i ∈ I is equivalent to the inequality system

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

xi ≥ 0,

a − xi ≥ 0,

yi ≥ 0,

b − yi ≥ 0.
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Unlike typical packing models, in the problem (1)–(2) the circles can be placed
beyond the boundary of the rectangular domain. We refer to this condition as “a relaxed
containment”. This allows more precise computer simulation of the material fragment.

The objective function is a width b of the rectangle R(b) and so it is linear. The model
involves n(n − 1)/2 quadratic, inversely convex, and 4n linear inequalities.

The problem (1)–(2) is NP-hard. The number of local minima increases dramatically
when increasing the number of circles to be packed. Searching for the global minimum
is possible for a small number of circles.

4 Solution Algorithm

Our algorithm is aimed to search for a good local minimum the problem (1)–(2). It
depends on advantageous choice of starting points and development of powerful tech-
nique that makes use of peculiarities of the mathematical model. We use the technique
that supposed to introduce auxiliary variable metric characteristics of the circles or the
domain [12]. This allows rearrange circles in the domainmaximizing the packing density.
A smart search of local extrema is used.

A solution strategy of the problem (1)–(2) involves tree main stages: 1) generating
feasible starting points; 2) searching for local minima; 3) transition from one local
minimum to another, solving auxiliary nonlinear programming problems.

4.1 Constructing Starting Feasible Arrangements

A starting point is chosen in a random way making for a wide variety of initial config-
urations of the circles. A value b = b0 which ensures packing circles Si with radii ρi,
i ∈ I , in R(b0) is firstly evaluated having regard to the best known packing factors and
areas occupied by the circles. Radii ρi of the circles Si, i ∈ I , are supposed to become
variable and are designated as ri. Then r = (r1, r2, ..., rn) ∈ Rn is a vector of radii and
X = (u, r) ∈ R3n is a vector of variables. A circle Si with radius ri moved by the vector
ui is denoted as Si(ui, ri).

After that, a point X0 = (u0, 0) = (u0, 0, ..., 0
︸ ︷︷ ︸

n

) where u0 is chosen randomly

providing ui ∈ R(b0), ri = 0, i ∈ I (Fig. 1) is taken. Next, radii ri are reconstituted to
origin values ρi. To this end the following auxiliary problem is solved.

Problem

max
n∑

i=1

ri, s.t.X ∈ G ⊂ R3n, (3)

where

G = { X ∈ R
3n : ϕr

ij(ui,uj, ri, rj) ≥ 0, i < j ∈ I , (4)

ϕi(ui, b0) ≥ 0, φi(ri) = ρi − ri ≥ 0, ri ≥ 0, i ∈ I},
ϕr
ij(ui,uj, ri, rj) = (xi − xj)

2 + (yi − yj)
2 − (ri + rj)

2 ≥ 0.
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A local maximum pointX0∗ = (u0∗, ρ1, ρ2, ..., ρn) for the problem (3)–(4) is calculated
(Fig. 2). Then a local minimum of the problem (1)–(2) (Fig. 3) is found, starting from
the point V0 = (u0∗, b0). As a result, a point V1∗ = (u1∗, b1∗) is obtained.

After that l artificial circles are added. The circles should touch either three another
circles, or two circles, or one circle. The center point (xp, yp) of an artificial circle can
be found by solving systems of the form

⎧
⎪⎪⎨

⎪⎪⎩

(x1∗i − xp)
2 + (y1∗i − yp)

2 − (ρi + rp)
2 = 0, i ∈ I ,

(x1∗j − xp)
2 + (y1∗j − yp)

2 − (ρj + rp)
2 = 0, j ∈ I , j 	= i,

(x1∗k − xp)
2 + (y1∗k − yp)

2 − (ρk + rp)
2 = 0, k ∈ I , k 	= i, k 	= j,

⎧
⎪⎨

⎪⎩

(x1∗i − xp)
2 + (y1∗i − yp)

2 − (ρi + rp)
2 = 0, i ∈ I ,

(x1∗j − xp)
2 + (y1∗j − yp)

2 − (ρj + rp)
2 = 0, j ∈ I , j 	= i,

f1 = 0,
⎧
⎪⎨

⎪⎩

(x1∗i − xp)
2 + (y1∗i − yp)

2 − (ρi + rp)
2 = 0, i ∈ I ,

f1 = 0,

f2 = 0

where functions f1 and f2 are linearly independent and take one of the form: xp or yp
or b1∗ − yp or a − xp. The center points (xp, yp) providing the circles non-overlapping
combined with the relaxed containment conditions are selected, such that rp < ρ− =
min{ρ1, ρ2, ..., ρn}. Two artificial circles are shown in dotted line in Fig. 3.

b0

a

Fig. 1. An example of starting arrangement of
circles.

b0

a

Fig. 2. A local maximum point for the
problem (3)–(4).
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b0

b1*

a

Fig. 3. A local minimum point for the problem (1)–(2) and artificial circles.

We use the notation V1∗ = (u1∗, b1∗) of a local minimum point for the problem
(3)–(4).

4.2 Rearranging Circles

Radii of artificial circles are close to radii of original circles. It means that there is an
unoccupied area of the domain and therefore circles can be rearranged optimizing the
size of the rectangle. The point X1∗ = (u1∗, ρ1, ρ2, ..., ρn) is taken and the following
auxiliary problem is solved:

max
n∑

i=1

r2i , s.t.X = (u, r) ∈ D ⊂ R3n, (5)

D = {X ∈ R
3n, ϕr

ij(ui,uj, ri, rj) ≥ 0, i < j ∈ I ,

ϕi(ui, b1∗) ≥ 0, ρ+ − ri ≥ 0, ri − ρ− ≥ 0, i ∈ I}, (6)

whereρ+ = max{ρ1, ρ2, ..., ρn}. A total area of the circles ismaximizedwhileρ+−ri ≥
0 and ri − ρ− ≥ 0. A local maximum point X2∗ = (u2∗, r2∗) of the problem (5)–(6) is
found.

The circles Si(ui, ri), i ∈ I , are rearranged according the increasing order of the
origin radii ρj1 ≤ ρj2 ≤ ... ≤ ρjn , j1, j2, ..., jn ∈ I . Values of ri in (6) are set to be not
greater than ρi, i ∈ I . The obtained point is denoted by X3 = (u3, r3).

A new value b0 = b1∗ is taken and the problem (3)–(4) is solved starting from the
point X3 = (u3, r3) without artificial circles. Let X3∗ = (u3∗, r3∗) be a local maximum
point of the problem (3)–(4). If r3∗i = ρi, i ∈ I , then a new feasible starting point
V0 = (u3∗, b1∗) for the problem (1)–(2) is obtained. If there exists r3∗i < ρi, i ∈ I , then
V0 = (u3∗, b1∗) /∈ W . In this case new positions for artificial circless are chosen or a
new starting point for the problem (3)–(4) is generated. The process is repeated several
times. The best local minimum of the problem (1)–(2) found by our algorithm is taken
as the final result.
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5 Computational Results

Several benchmark instances from [26] for n = 20...50 circles are tested. The runtime is
limited by 5 min for each example. To solve nonlinear optimization problems the IPOPT
solver is applied [27].

Example 1. n = 20, a = 8.5. A starting value b0 = 15 is chosen. An illustration
of the local minimum point for the problem (1)–(2) is shown in Fig. 4. The objective
function value is b∗ ≈ 8.1237 (local minimum). The corresponding packing of the
circles is illustrated in Fig. 5. Radii and center coordinates of the circles are given in
Table 1.

Fig. 4. An illustration of the local minimum
point for the problem (1)–(2) for n = 20.

Fig. 5. An illustration of the local minimum
point for the problem (1)–(2) for n = 20 after
the circles rearrangement.

Table 1. Radii and centre points for 20 circles.

i ri xi yi i ri xi yi

1 0.566 1.8801 2.3274 11 1.229 2.9066 8.5

2 0.612 8.1237 5.833 12 1.309 3.9063 6.1453

3 0.68 1.3913 3.4736 13 1.325 0 2.0298

4 0.85 2.2953 4.708 14 1.43 3.7701 2.9691

5 0.891 1.7787 6.705 15 1.484 0 5.1311

6 0.934 6.0558 2.3654 16 1.525 8.1237 3.696

7 0.947 5.7302 4.3139 17 1.551 8.1176 8.4952

8 0.961 5.0805 0.7406 18 1.636 0 8.5

9 1.189 6.3965 6.3434 19 1.819 2.401 0

10 1.21 5.3457 8.5 20 2.171 8.1237 0
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Example 2. n = 30, a = 9.5. A starting value b0 = 17 is chosen. The objective
function value is b∗ ≈ 10.4393 (local minimum). The corresponding packing of the
circles is illustrated in Fig. 6.

Example 3. n = 50, a = 9.5. A starting value b0 = 30 is chosen. The objective
function value is b∗ ≈ 20.3554 (local minimum). The corresponding packing of the
circles is illustrated in Fig. 7.

Computational results show that concentration of circles along the frontier of the
rectangle is increased in contrast to models without relaxation of the containment
conditions.

Fig. 6. An illustration of the local minimum
point for the problem (1)–(2) for n = 30 after
the circles rearrangement.

Fig. 7. An illustration of the best local
minimum point for the problem (1)–(2) for n
= 50 the circles after rearrangement.

6 Conclusion

To create an intelligent system for modeling the structure of various materials, an app-
roach to simulation modeling of a rectangular fragment of the material structure is pro-
posed in the paper. For mathematical modeling and computer simulation of the material
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fragment, a relaxation of the containment constraints in of the circles packing prob-
lem is proposed. The numerical experiments show the efficiency of our algorithm. The
proposed approach can be extended to the three-dimensional case.
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Abstract. For non-oriented convex 2D objects whose frontiers are defined by
the second order curves an approach of constructing the non-intersection and
containment conditions analytically is proposed. For pairs of ellipses or objects
bounded by a parabola mutual non-intersection conditions are constructed. For
these objects including the case of ellipses being circles the containment conditions
are provided as well. The equations of the objects frontiers are used to describe
the placement conditions as a system of equalities and inequalities. Solving the
systems allows to construct corresponding phi-functions for their use in a various
packing problems. A problem of packing circles in an ellipse of minimal size
saving constant eccentricity is considered as an application.

Keywords: Ellipses · Parabola · Non-intersection · Containment · Nesting

1 Introduction

Constructing conditions for mutual non-intersection of objects in analytical or algorith-
mic form is of great importance in a wide variety of applied fields: robotics, medicine,
cutting of materials [1], packaging, packing, etc. These problems are well investigated,
e.g., in [2–5].

In layout optimization problems of circles [6–8] and spheres [9–12], whilst phi-
functions remain simple, complexities arise at both stages of modelling and solving. It
is due to a non-linear disconnected solution domain with multi-connected components,
without regarding that the region into which the objects have to be placed may be even
convex [13–15].

At the same time, the construction of mutual non-intersection and inclusion condi-
tions for objects with frontiers being not some of the mentioned simple curves is much
more difficult, and the results in this area are less numerous. For example, Birgin et al.
[16] successfully apply a special space transformation to optimization packing problems
of ellipses, simplifying the problem. In [17] the quasi-phi-functions technique is pro-
posed and used for modelling ellipses layout problems allowing formulating and solving
them as MIP problems. In [18–20] quasi-phi-functions and phi-functions are developed
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for objects with piecewise linear frontiers. In [21] quasi-phi-functions are applied for
describing non-intersection conditions of ellipsoids allowing continuous rotations and
phi-functions for containment conditions of ellipsoids (using their projections) into a
cylinder. In [19, 20] Lagrangian multipliers are used for constructing mathematical
model for layout optimizaton problem for ellipses and ellipsoids respectively.

At the same time, until now little attention has been paid to construction of non-
intersection and inclusion conditions for objects bounded by other curves of the second
order [22, 23]. Such curves are also the subject of the study below.The proposed approach
has the advantage that it allows working with non-convex domains (complements to
convex domains), while quasi-phi-functions of such regions have not been constructed
yet. At the same time, universal properties of smooth objects are used, which makes
it possible to extend this approach to other types of objects. The proposed approach
extends ideas described in [24].

2 Conditions of Objects Non-intersection

Consider firstly non-intersection and containment conditions for the general case, then
for some particular cases of objects bounded by the second-order curves such as ellipses
and parabolas.

2.1 A System of Equations Defining Non-intersection Conditions

Let Si, i = 1, 2, be a pair of convex objects, whose frontiers are specified by canonical
equations f1(X ,Y ) = 0, f2(X ,Y ) = 0, in their own coordinate systems XOY , XOY ,
respectively. Let us denote by fi(x, y) = 0, i = 1, 2, the equations determining the
frontiers of objects Si(ui,ϑi) in the main coordinate system xoy. Here ui = (xi, yi) and
ϑi are placement parameters of the object Si (the position of the origin and the rotation
angle of its own coordinate system with respect to xoy). Assume that (xi, yi) ∈ intSi and
the signs of the equations are also chosen so that fi(xi, yi) < 0. Let us denote an object
homothetic to the object S2 with a homothetic coefficient γ by Sγ

2 . We can assert that
objects S1{u1,ϑ1} and S2{u2,ϑ2} do intersect, that is S1 ∩ S2 = ∅, if there exists such a
point (x∗, y∗) for which the following conditions are met.

1. Points (x1, y1) and (x2, y2) are situated on the opposite sides of the tangent to S1 at
the point (x∗, y∗).

2. The point (x∗, y∗) is not an interior point of the object S2.
3. The point (x∗, y∗) belongs to the frontiers of objects S1 and Sγ

2 .
4. The slopes of the tangents to the objects S1 and Sγ

1 at (x∗, y∗) are equal.

In an analytical form, conditions 1–4 can be represented as a system of equalities
and inequalities:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

−G(x2, y2) · G(x1, y1) > 0,
f2(x∗, y∗) ≥ 0,
f1(x∗, y∗) = 0,

∂f1
∂y

∣
∣
∣
(x∗,y∗)

· ∂f2
∂x

∣
∣
∣
(x∗,y∗)

− ∂f1
∂x

∣
∣
∣
(x∗,y∗)

· ∂f2
∂y

∣
∣
∣
(x∗,y∗)

= 0,

(1)
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where G(x, y) ≡ (y − y∗) ∂f1
∂y

∣
∣
∣
(x∗,y∗)

+ (x − x∗) ∂f1
∂x

∣
∣
∣
(x∗,y∗)

= 0 is the equation of the

tangent to the object S1 at the point (x∗, y∗).
The values x∗, y∗ (for given xi, yi, ϑi, i = 1, 2) can be obtained from the equalities of

the system (1) with some computational method. Then the fulfillment of the inequalities
for the obtained values guarantees the non-intersection of the objects S1 and S2. If,
for these values x∗, y∗, the second inequality of the system turns into an equality, then
a tangency of objects have place. As an example, consider the implementation of the
proposed approach for an ellipse and a region bounded by a parabola.

2.2 Non-intersection Conditions for an Ellipse and a Region Bounded
by a Parabola

Suppose that in some coordinate system xoy we have a parabola S1{u1,ϑ1} and an
ellipse S2{u2,ϑ2} with placement parameters u1(x1, y1), ϑ1 and u2 = (x2, y2), ϑ2 which
in their own coordinate systems XOY and XOY are given by the equations f 1(X ,Y ) ≡
Y − pX 2 = 0 and f 2(X ,Y ) ≡ B2X

2 + A2Y
2 − A2B2 = 0 respectively; A, B are the

semi-axes of the ellipse.
Let us choose the coordinate system XOY as the main one, with respect to which

we have a parabola S1{u1,ϑ1) and an ellipse S2{u2,ϑ2), where u1 = (0, 0), ϑ1 =
0, u2 = (X0,Y0), ϑ2 = ϑ2 − ϑ1. Here, Y0 = (x2 − x1) sin ϑ1 + (y2 − y1) cosϑ1

are obtained using the rotation operator

(
cosϑ1 − sin ϑ1

sin ϑ1 cosϑ1

)

. Taking into account the

coordinate transformation the frontier equation of S2{X0,Y0,ϑ2} in the system XOY
takes the form f2(X ,Y ) = 0where f2(X ,Y ) ≡ A2[−(X−X0) sin ϑ2+(Y−Y0) cosϑ2]2+
B2[(X − X0) cosϑ2 − A2B2.

A region S1{0, 0, 0} bounded by a parabola is characterized by the set of points

(X ,Y ) for which Y − pX
2 ≥ 0. Let (X ∗,Y ∗) be some point belonging to the parabola

S1{0, 0, 0} and the frontier of the ellipse Sγ
2 {X0,Y0,ϑ2}. The slope coefficients ki, i =

1, 2, of the tangents to S1 and Sγ
2 at the point (X ∗,Y ∗) have the form k1 = 2pX ∗, k2 =

− (X ∗−X0)L+(Y ∗−Y0)S
(X ∗−X0)S+(Y ∗−Y0)R

where L = B2 cos2 ϑ2 + A2 sin2 ϑ2, R = B2 sin2 ϑ2 + A2 cos2 ϑ2,

S = (B2 − A2) sin ϑ2 cosϑ2. Then condition 4 from the Sect. 2 (equality of the slope
coefficients, which is preserved under orthogonal transformations of space) at a point
(X ∗,Y ∗) in this case is represented in the form

χ(u1,ϑ1, u2,ϑ2,X
∗) ≡ (S + 2pRX ∗)(pX ∗2 − Y0) + (L + 2pSX ∗)(X ∗ − X0) = 0.

(2)

The equation of the tangent line to the parabola at the point (X ∗,Y ∗) has the form

F(X ,Y ) ≡ Y − 2pX ∗X + pX ∗2 = 0.

Then the conditions of being disjoint for the ellipse S2{u2,ϑ2} and the region bounded
by the parabola S1{u1,ϑ1}, in accordance with (1), can be represented as a system of
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inequalities
⎧
⎨

⎩

F(u1, u2,X ∗) ≡ −Y0 + 2pX ∗X − pX ∗2 ≥ 0,
f2(u1,ϑ1, u2,ϑ2,X ∗) ≡ B2[(X ∗ − X0) cosϑ2 + (pX ∗2 − Y0) sin ϑ2]2+
+A2[−(X ∗ − X0) sin ϑ2 + (pX ∗2 − Y0) cosϑ2]2 − A2B2 ≥ 0,

where X ∗ is one of the solutions of (2). These conditions can also be represented as
the phi-function �(u1,ϑ1, u2,ϑ2) = max

X ∗
i

min{f2(u1,ϑ1, u2,ϑ2,X ∗),F(u1, u2,X ∗)},
where X ∗

i , i = 1, 2, . . ., are the roots of Eq. (2).

3 Conditions of an Object Containment in a Given Region

Consider now the conditions of containment for some pairs of objects bounded by
second-order curves.

3.1 Conditions of a Circle Containment in an Ellipse

Let an ellipse S1{0, 0, 0} and a circle S2{x0, y0} be given in the coordinate system xoy
and let the frontier equations of them be g1(x, y) ≡ b2x2 + a2y2 − a2b2 = 0 and
g2(x, y) ≡ (x − x0)2 + (y − y0)2 − r20 = 0 respectively, where a, b (a > b) are the
semi-axes of the ellipse, r0 is the radius of the circle, r0 ≤ b, x0, y0 are the placement
parameters of the circle.

Let us denote by Sγ
2 the circle of radius γ0 centered at the point (x0, y0). Then the

circle S2{x0, y0} is an inclusion into the ellipse S1{0, 0, 0}, i. e. S1 ∪ S2 = S2, if there
exists a point (x∗, y∗) for which the following conditions are satisfied:

1. The point (x∗, y∗) is not the inner point of the circle S2{x0, y0}.
2. The center of the circle (x0, y0) is inside the ellipse S1{0, 0, 0}.
3. The point (x∗, y∗) belongs to the strip bounded by straight lines x = x and x = −x,

where x is the abscissa of the contact point of the ellipse S1{0, 0, 0} and the circle
S2{x0, 0} of radius r0 with the placement parameters (x0, 0).

4. The point (x∗, y∗) belongs to the frontiers of S1{0, 0, 0} and Sγ
2 {x0, y0}.

5. The slopes of the tangents to S1{0, 0, 0} and Sγ
2 {x0, y0} at (x∗, y∗) are equal. In this

case k1 = −b2x∗2/a2y∗2, k2 = −(x∗ − x0)/(y∗ − y0). The value x can be obtained
by solving the equation system

⎧
⎨

⎩

(x̄ − x̄0)2 + ȳ2 − r20 = 0,
b2x̄2 + a2ȳ22 − a2b2 = 0,
b2x̄ȳ − a2ȳ(x̄ − x0) = 0,

which implements the conditions of point (x, y) belonging to the circle S2{x0, 0} and an
ellipse S1{0, 0, 0}, as well as the equality of the directions of the tangents to the circle

and the ellipse at (x, y). The solution to this system is x = ± a2
b

√
b2−r20
a2−b2

, y = ±
√

a2r20−b4

a2−b2

provided that r0 > b2
a (the radius of curvature of the circle is greater than the radius of
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curvature of the ellipse at the point (a, 0)) Otherwise x = a, y = 0. Taking into account
that x∗ = a cos t∗, y∗ = b sin t∗, condition 9 is represented in the form

ϕ(x0, y0, t
∗) ≡ (a2 − b2) sin t∗ cos t∗ + by0 cos t

∗ − ax0 sin t
∗ = 0. (3)

Thus, the conditions 5–9 (the conditions for the inclusion of a circle into an ellipse)
in the analytical representation are reduced to a system of inequalities of the form

⎧
⎪⎪⎨

⎪⎪⎩

g2(x0, y0, t∗) ≡ (a cos t∗ − x0)2 + (b sin t∗ − yx0)2 − r20 ≥ 0,
g1(x0, y0) ≡ −b2x20 − a2y20 + a2b2 ≥ 0,
h1(t∗) ≡ x − a cos t∗ ≥ 0,
h2(t∗) ≡ x + a cos t∗ ≥ 0,

(4)

where t∗ is one of the solutions to Eq. (3), which can be found using one of the
computational methods.

It should be noted that the conditions for inclusion S2{x0, y0} into S1{0, 0, 0} can be
considered as conditions for non-intersection of objectsR2\intS1{0, 0, 0} and S2{x0, y0},
that is, represented in the form of the phi-function

�(x0, y0, t
∗) = max

t∗i
min{g2(x0, y0, t∗), g1(x0, y0), h1(t∗), h2(t∗)},

where t∗i , i = 1, 2, . . . are the roots of Eq. (3).

3.2 Conditions of an Ellipse Containment into an Ellipse

Let an ellipse S1 be given in a coordinate system xoy, and an ellipse S2 be given in a
coordinate system x′oy′ rotated with respect to xoy by an angle ϑ and with the origin at
a point (x0y0); let the equations of their frontiers be b

2x2 + a2y2 − a2b2 = 0 (a > b)
and B2x′2 + A2y′2 − A2B2 = 0 (A > B) respectively. We will assume that b ≥ B,
since otherwise the inclusion of the ellipse into the ellipse cannot take place. In this
case, the conditions for including an ellipse in an ellipse can be reduced to conditions
for including a circle into an ellipse as follows. Take the new coordinate system X

′
OY

′

rotated by an angle ϑ with respect to xoy. Assuming X
′
0 = x0 cosϑ + y0 sin ϑ, Y

′
0 =

−x0 sin ϑ + y0 cosϑ the ellipse S1 can be described as b2(X
′
2 cosϑ − Y

′
2 sin ϑ)2 +

a2(X
′
2 sin ϑ+Y

′
2 cosϑ)2 −a2b2 = 0 and the ellipse S2 is described by B2(X −X

′
0)

2 +
A2(Y − Y

′
0)

2 − A2B2 = 0.
Let us apply a compression along the axisOX

′
based on the formulas X

′ = (A/B)X ,
Y

′ = Y . Then, in the new coordinate system XOY , the equation of the frontier of the
ellipse S1 has the form

b2(AX cosϑ − BY sin ϑ)2 + a2(AX sin ϑ + BY cosϑ)2 − a2b2B2 = 0,

and the ellipse turns into a circle whose frontier is described by the equation (X −X0)
2+

(Y − Y0)2 − B2 = 0 where

X0 = (B/A)(x0 cosϑ + y0 sin ϑ),

Y0 = −x0 sin ϑ + y0 cosϑ.
(5)
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We transform the equation of the ellipse S1 into the form

a11X
2 + 2a12XY + a22Y

2 + 2a13X + 2a23Y + a33 = 0 (6)

where a11 = A2(a2 sin2 ϑ + b2 cos2 ϑ), a12 = AB(a2 − b2) sin ϑ cosϑ , a22 =
B2(a2 cos2 ϑ + b2 sin2 ϑ), a33 = −a2b2B2, a13 = a23 = 0.

In the new coordinate system xoy formed by rotating the axes by an angle
corresponding to the equation

tg2ϕ = 2a12
a11 − a22

, (7)

the equation of the form (6) is reduced to canonical form b
2
x2 + a2y2 − a2b

2
, where

a2 = − 1
λ2

A
D , b

2 = − 1
λ1

A
D . Here λ1, λ2 are the roots of the characteristic equation

λ2 − Jλ + D = 0, where J = a11 + a22, D = a11a22 − a212, A = (a11a22 − a212)a33.
After simple transformations, we have

a2 = −2a33

a11 + a22 −
√

(a11 − a22)2 + 4a212

, b
2 = −2a33

a11 + a22 +
√

(a11 − a22)2 + 4a212

.

(8)

It should be noted that the transition from the coordinate systemXOY to xoy (rotation
through the angle 2ϕ corresponding to Eq. (7) was carried out in accordance with the
transition formulas x = X cos 2ϕ+Y sin 2ϕ, y = −X sin 2ϕ+Y cos 2ϕ, where sin 2ϕ =

2a12√

(a11−a22)2+4a212
, cos 2ϕ = a11−a22√

(a11−a22)2+4a212
.

Accordingly, the coordinates x0, y0 of the center of the circle in the coordinate system
xoy are determined as follows

x0 = X0 cos 2ϕ + Y0 sin 2ϕ, y0 = −X0 sin 2ϕ + Y0 cos 2ϕ, (9)

where X0, Y0 have the form (5).
Thus, in the coordinate system xoy we have an ellipse S1{0, 0, 0} and a circle

S2{x0, y0}, the frontiers of which are given by equations f1(x, y) ≡ b
2
x2+a2y2−a2b

2 =
0, f2(x, y) ≡ (x − x0)2 + (y − y0)

2 − B2 = 0 respectively, where a2, b
2
are determined

from (8) and x0,y0 are determined from (9).
Then the condition of containment of the ellipse S2 in S1, similarly to (4) is

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

g2(x0, y0, t
∗) ≡ (a cos t∗ − x0)2 + (b sin t∗ − y0)

2 − B2 ≥ 0,

g1(x0, y0) ≡ −b
2
x20 − a2y20 + a2b

2 ≥ 0,
h1(t∗) ≡ x̂ − a cos t∗ ≥ 0,
h2(t∗) ≡ x̂ + a cos t∗ ≥ 0,

where x̂ = ±
√

(b
2 − B2)/(a2 − b

2
), ŷ = ±

√

(a2B2 − b
4
)/(a2 − b

2
), t∗ is one of the

solutions of the equation

ϕ(x0, y0, t
∗) ≡ (a2 − b

2
) sin t∗ cos t∗ + by0 cos t

∗ − ax0 sin t
∗ = 0 (10)
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In addition, these conditions can be represented as
a phi-function�(x0, y0, t

∗) =max
t∗i

min{g2(x0, y0, t∗), g1(x0, y0), h1(t∗), h2(t∗)}, where
t∗i , i = 1, 2, ..., are the solutions of (10).

3.3 Conditions for an Ellipse Inclusion into a Region Bounded by a Parabola

Let a regionD bounded by a parabola y = px2 and an ellipse S{x0, y0, ϑ}with placement
parameters x0, y0, ϑ be given in the coordinate system xoy. In its own coordinate system
X ′OY ′, rotated by angle ϑ with respect to xoy and with the origin at the point x0, y0,
the ellipse is defined by the equation B2X ′2 + A2Y ′2 − A2B2 = 0. Let us introduce
a new coordinate system x′oy′ rotated by angle ϑ with respect to xoy. Taking into
account the coordinate system transformation formulas, the equations of the parabola
and the ellipse take the form x′ sin ϑ + y′ cosϑ = p(x′ sin ϑ − y′ cosϑ)2 and B2(x′ −
x′
0)

2 + A2(y′ − y′
0)

2 − A2B2 = 0, respectively, where x′
0 = x0 cosϑ + y0 sin ϑ, y′

0 =
−x0 sin ϑ + y0 cosϑ. It is shown in [24] that the conditions for inclusion of S(X0,Y0)
into the region D can be represented in the form of the phi-function �(X0,Y0,Y ∗) =
max
Y ∗
i

min{g2(X0,Y0,Y ∗), g1(X0,Y0), h(Y ∗)} where Y ∗
i , i = 1, 2, . . ., are the roots of

equation ϕ(X0,Y0,Y ∗) ≡ p′(Y ∗ −Y0)+Y ∗((1/2p′)Y ∗2−X0) = 0,
√
B2 − p′2 ≤ Y ∗ <

√
2p′X0, if Y0 ≥ 0, −√

2p′X0 < Y ∗ < −√
B2 − p′2 , if Y0 < 0.

4 An Application to Solving a Problem of Packing Circles
into an Ellipse

Let us have an ellipse E0 = E0(a, b) = S0 with semi-axes a, b and the circles Ci = Si,
i = 1, 2, . . . , nwith their own coordinate systems xioiyi such that o0 = o[0]

0 = (0, 0)[0].
Denote �o

ij = o[0]
j − o[0]

i = (�0
ijx,�

0
ijx) (the notation v[i] means that we consider

the coordinate system of an object Si). We consider a, b as variables with a/b = const.
Otherwise, it can be expressed as (γ a, γ b) where γ is the homothety coefficient. Then
the NLP problem for obtaining a packing of Ci into the minimal ellipse E0(a, b, γ ) can
be stated as

γ → min,
s.t.
�Si,Sj (�

o
ij) ≥ 0, �⊂

Si,S0(γ )(o
[0]
i , γ ) ≥ 0,

where �Si,Sj (�
o
ij) is the phi-function of Si, Sj, �

⊂
Si,S0(γ)(o

[0]
i , γ) is the phi-function of Ci

and R
2\intS0(γ ).

The explicit equations of the contour curves of the objects Si, i = 0, 1, 2, . . . , n in
their own coordinate systems x[i]o[i]y[i] have the forms

w[i]
i (t) = (ξi(t),ηi(t)), t ∈ T0 = [0, 2π ],

and in the coordinate system x[0]o[0]
0 y[0]:

w[0]
i (t) = (ξi(t),ηi(t)) + o[0]

i = (ξi(t) + oix,ηi(t) + oiy), t ∈ T0
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For S0(γ ) we have wγ
0(t) = (ξ

γ
0(t),η

γ
0(t)) = (γξ0(t), γη0(t)).

For computing�⊂
Si,S0(γ)(o

[0]
i , γ) the set of pairs of the frontier points can be obtained

such that some element of this set provides the exact normalized phi-function value. It
can be done by solving the following system:

⎧
⎨

⎩

kγ
0(t) = −μki(τ ),

(kγ
0(t),wi(τ ) − wg

0(t)) = 0,
μ < 0.

(11)

where kγ
0(s) = d(γw0(s))

ds = γ
d(w0(s))

ds and the first equation is a vector one and splits into
two scalar equations.

The non-intersection conditions for circles are known, those for ellipse and a circle
when solving (11) leads us to the quartic equation (if we consider a normalized phi-
function), namely the following one

−ς44b�ijy + (−2a2 − 2a�ijx + 2b2)ς3 + (2a2 − 2a�ijx − 2b2)ς + b�ijy = 0.

It can be solved either numerically or exactly.
Thus an optimization problem is obtained and solved using the Interior point

optimizer (IPOpt) [25]. Solution examples are shown in Figs. 1 and 2.

Fig. 1. Packing 25 circles into an ellipse; a/b = 1.59375, amin = 50.989; the radii are 2, 3 (3
times), 4, 4.3, 4.4, 5 (2 times), 6 (3 times), 7 (5 times), 8 (3 times), 9, 11 (2 times), 12 (2 times).

Fig. 2. Packing 50 circles into an ellipse; a/b = 1.59375, amin = 61.3025.
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5 Conclusion

The proposed approach allows to construct phi-functions for a family of objects bounded
by the second order curves. In some cases, a direct analytical representation is possible
with use of the quartic equation solutions. However, it is quite cumbersome. Therefore,
the proposed approach of constructing phi-functions is reduced to a numerical solution
of an equation with one variable.

This approach for constructing phi-functions was applied to a problem of packing
circles in an ellipse with minimization of the ellipse size. Numerical results and runtime
values show the efficiency of the approach.
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Abstract. This paper aimed to develop the classification with optimized stages
of creation the industrial products using parametric 3D modeling. To achieve this
goal, powers of research and design should be involved, including CAD software.
The scientific novelty of the work lies in a comprehensive study of optimized
design process for well-grounded understanding the stages of creation of a new
product, for this matter the detailed classification with stages divided by a certain
number of levels was presented. The initial stages of design process are charac-
terized by an analysis of requirements, the intermediate stages by a synthesis of
planning, and the final stages by an evaluation of proposals. Each stage can be
differentiated into multiple levels. Being passed through these levels, industrial
designer comprehensively examines the problems of product creation. For this
matter, a real example of practical design experience which covers full design
process is also considered.

Keywords: Industrial design · CAD Software · SolidWorks

1 Introduction

At the end of the last century, the new principles of the industrial designer’s practice were
formed. Based on the use of computer technology they were defined by researchers as
computer-based tools of industrial design (CAID) [1]. Application of these tools brought
clear benefits to the design work and also had a significant impact on the designers
themselves. With these tools, modern designers can go through all the stages of design
process more efficiently [2, 3].

Parametric modeling is a convenient and intuitive method of creating a conceptual
model of a product and eliminates the need to routinely create different types of product
with 2D elements – sketches and drawings in the traditional sense [4]. By selecting the
desired views and applying the cuts and cross-sections, the drawing lines will be created
automatically precise, regardless of the complexity of the geometry. In this way, it is
possible to check the internal schematic of the object when needed and avoid mistakes
in design process [5].

Obviously, the three-dimensional model is a much more illustrative and visual rep-
resentation of the item than the two-dimensional sketches and drawings [6]. For CAD
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systems there is no problem in obtaining isometric views of different nature, including
assemblies. Both designers and customers can use three-dimensionalmodel to accurately
estimate the product, check the layout of the components in the assembly structure. The
computer tools of industrial design made it possible to bring the concept of “assembly”
to a qualitatively new level, giving it the same status in the design practice as it has in
the production process [7, 8].

2 The Main Statements of the Paper

The evolution of computer technology has led to a change in the principles of industrial
design and the interaction of the specialists involved in this process. Today, the technical
preparation of product manufacturing is typically of a high-tech nature, the electronic
model rather than a set of designdocuments is beingdeveloped.The electronicmodel also
includes a 3D model created in one of the CAD systems. Therefore, the revision of the
methodology of the manufacturing process is now relevant and necessary to accurately
determine the place of design and the designer in industrial production. The search for
new processes of product creation is relevant as well.

Although most industrial designers follow their own process in developing the aes-
thetic and ergonomic aspects of the product, there is an objective design algorithm.With
it, industrial designers generate a variety of concepts for the subsequent selection of the
most successful ones in terms of shaping and functionality, which corresponds to the
technological possibilities and user’s needs.

One of such design algorithms represents the defined and science-based stages of
creation the industrial products using parametric 3D modeling:

– 1st Stage – preliminary;
– 2nd Stage – conceptual;
– 3rd Stage – variant shaping;
– 4th Stage – system design;
– 5th Stage – prototyping;
– 6th Stage – accompanying;
– 7th Stage – evaluative (de-facto) [9].

This classification was defined in 2010 in the context of industrial design and
designer’s practical work. Ten years later, practical experience and the development of
project technologies, the emergence of new software modules – all this helps to clarify
the semantic significance of this classification:

– 1st Stage – basic information;
– 2nd Stage – conceptual shaping;
– 3rd Stage – system design;
– 4th Stage – accompanying;
– 5th Stage – personal assessment.

Each stage is a set of concrete steps that are subordinate to the main strategic objec-
tive of the stage. These steps are equivalent to “immersion” levels of the designer in
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design process. The more precise the orientation, quantity and volume of these steps
are, the deeper the level of this “immersion”. Therefore, each of the stages can be dif-
ferentiated into multiple levels. While passing through these levels industrial designer
comprehensively examines the problems of product’s creation.

The number of levels, as well as of the stages of the industrial product development
may vary depending on its originality on the market, production volume and different
regional factors. If it is about product’s upgrade, the first two steps of classification
may be excluded. In this case, the appropriate starting-point of design process is the
improvement of the old item. Usually the reason for starting this modernization is the
low demand for this product. Another major impact on the process of modernization is
a possible appearance of a new competitor with similar products on the market. In this
case, company’s mission is to satisfy regular customers first. If company is oriented to
the development of a leading product as well as to the achievement of market leadership,
then all stages of the design process will be involved. Leading products are developed
by a successful combination of style and technology. Leading products help create vivid
impressions that are highly appreciated by consumers. Leading products create new
markets or redistribute the old ones [10].

The initial stages of design process are characterized by an analysis of requirements,
the intermediate stages by a synthesis of planning, and the final stages by an evaluation
of proposals. Very rarely the developed product is simple enough, so that only a fraction
of the stages are sufficient for its development. More often, the developed product passes
through all stages of design process and is specified in gradual levels. It might be argued
that product/object/item in some sense is developed many times. Thus, the first product
sketches can be returned for additional information and then revised again, in the light
of the changes and clarifications made. The cycle of analysis, synthesis and evaluation
has to be repeated many times: the whole project progresses in a spiral rather than in a
straight line. So the design process or, in other words, the creation of a new product or
the modernization of an old one by an industrial designer can be named a project spiral.
In this case, the control points of the project spiral are the basic levels of the project
stages.

Thus, by identifying the main control points – the levels of the project stages – it is
possible to define their essence and to determine their number for each stage [11]. These
definitions can be illustrated by a practical example of new product development – a
shoe dryer “Sugrev” (TermixPro EC 12/220) designed by the authors of the article for
the “Kharkiv Shaver Factory” company in 2019–2020.

3 Classification

3.1 1st Stage – Basic Information

This stage may consist of three levels:

– level 1.1 – awareness of marketing and technical requirements; identification and
formulation of user needs;

– level 1.2 – research of analogues of designed product;
– level 1.3 – identification of the prototype of designed product.
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At this stage it is important to get a marketing task. It begins with a study of the
target market segment for which the product will be produced. Marketers determine
potential demand and the market segment capacity, in other words, they identify users
whose needs are not sufficiently met and bring this information to the designer. The
latter should clearly understand market segmentation and the choice of those parts of
the market that the future product can serve in the best way possible. After receiving
marketing task, the designer becomes aware of the user’s problems: this is achieved
through the existing methods and ended as documentation of the consumer needs. The
next step is to study the analogues, their advantages and disadvantages, and to identify
the special points that should be emphasized. The last level of this stage is to define the
prototype of the designed product.

Marketers of “Kharkiv Shaver Factory” company provided a task and defined a
range of users for the next product (level 1.1). They also prepared a visual set of modern
analogues (level 1.2). Designers made an additional, separate search for analogues in
the context of a given task, which broadened their knowledge of similar products and
helped to define the customer’s needs at present stage (level 1.2). All of these indirect
analogues were analyzed and systematized, and the dryer “Brownie”, produced by the
same company and presented in Fig. 1, was chosen as a direct prototype (level 1.3). The
first paragraphs that follows a table, figure, equation etc. does not have an indent, either.

Fig. 1. Shoe dryer “Brownie”.

3.2 2nd Stage – Conceptual Shaping

This stage may consist of four levels:

– level 2.1 – selection ofmaterials andmanufacturing technologies for designed product;
– level 2.2 – conception of designed product;
– level 2.3 – development of 3D-variations of designed product;
– level 2.4 – selection of artistic image and definition of functional qualities designed
product.

This stage begins with an awareness of specification with technical and tactical
parameters required for the project. This is followed by a selection of materials and
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manufacturing technologies. At the same time the information on the technical limita-
tions of selected materials and technologies is collected. Next comes the development
of product concept.

The development of 3D-variations of designed item helps to define the final set
of the future product functionality. Unlike the traditional “manual” sketching, three-
dimensional modeling allows developing more “3D-blanks” variants of designed object
in the same time. Three very important points should be considered:

1. CAD-systems provide the opportunity for the designer to work immediately “in
the volume”. In “manual” sketching designer has to draw each side of the object
separately, hypothetically imagining the shape or performing additional sketches for
this purpose. By means of 3D-modeling designer does all the same at once, like
on-line mode, in other words, immediately at the same time.

2. The fixed parameters of CAD system provide the possibility to store in memory the
history of model development, which allows changing the shape of a surface or a
three-dimensional body by changing the numerical values of parameters or replacing
elements in its history. In other terms, this design method provides slight adaptation
of shaping principles in designed object. It is also possible to make corrections and
changes, to work out nuances, to edit the color-texture solution. Sketches made “by
hand” are lacking this opportunity.

3. In terms of design, the advantage of three-dimensional modeling is in clear under-
standing of the outline of designed object. This is peculiar WYSIWYG –What You
See Is What You Get [12] – a method of editing when the changes to the object are
immediately visible and understood, since the basic structure of the product does not
proportionally change (until global changes are made. This is very unlike “manual”
sketches, where the representation of the same object can vary considerably.

The essence of the last level of this design stage is in achieving a reasonable balance
(compromise) between the outer form (image) and the set of consumer characteristics
(function) of the designed object.

Fig. 2. 3D-variations of designed product.
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Design engineers and technologists of “Kharkiv Shaver Factory” provided all the
necessary information on production equipment and materials operated by this company
(level 2.1). In developing the concept of “Sugrev” shoe dryer (level 2.2) one of the factors
that influenced its future shape was the avoidance of the child-oriented image of the
fabulous bast shoes from folktales. Based on this information, the designers began to
develop 3D-variations of designed product (level 2.3) shown in Fig. 2. It should be noted
that the dryer was originally designed in 3D, without traditional manual sketching. It
was designed in SolidWorks CAD-system with plugin for complex surfaces – Power
Surfacing.

Subsequently, the 3D-variations of shoe dryer, shown in Fig. 3 and 4, were refined,
taking into account the element base, location and functionality of product. Figure 5
shows final artistic image (level 2.4) that was chosen at last.

Fig. 3. Refined 3D-variation of designed product.

Fig. 4. Refined 3D-variation of designed product.
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Fig. 5. Chosen artistic image of shoe dryer.

3.3 3rd Stage – System Design

This stage may consist of four levels: This stage may consist of seven levels:

– level 3.1 – selection of the most appropriate variation of designed product and
definition of its structure;

– level 3.2 – definition of the “user – product” interface;
– level 3.3 – color-texture and nuance-figurative solution of designed product;
– level 3.4 – creation of physical or virtual prototype of designed product;
– level 3.5 – technical field tests and adjustment;
– level 3.6 – development of work project;
– level 3.7 – input of parametric 3D model of designed product into manufacturing
process.

The result of the “system design” stage is typically a work project consisting of
files providing clear and complete understanding of designed product. At this stage, the
industrial designer together with the rest of development team – engineers (design engi-
neers and technologists), marketing personnel, sometimes potential users – determines
the final version of the future product. Designer also defines the structure of designed
product, which is later confirmed by the engineer. The definition of the “user – pro-
duct” interface is also studied at this stage. To find the solution of particularly complex
interfaces, besides consultations with potential users, additional specialists of a narrow
profile may be invited. At the same stage, industrial designer refines nuance-figurative
and color-texture solution of designed product. Proposed variations for serial production
are agreed with the marketing staff.

The main task of prototyping level is to create a prototype of designed product and
work out (= prepare) a project for serial production. The key point of this level is a
three-dimensional model of the future product made with 3D-printing technologies. In
this case, physical prototyping is implied. Prototypes created in this way can be used
to evaluate the concept and design of the future product; to analyze its functionality; to
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provide the cinematic analysis of its parts; to apply for further technical field tests and
to refine the product structure [13, 14].

A virtual prototype of designed product may involve its realistic simulation having
material with the relevant physical characteristics for performing the necessary analyses
that demonstrate the suitability and efficiency of the product during operation.

In any case, using 3D-modeling and creating a three-dimensional model-prototype
eliminates the barriers that separate industrial designers, design engineers, technolo-
gists, and production halls. The efficient communication and high level of understand-
ing because of 3D-model and its prototype provides the possibility of making the only
sustainable decision while refining and organizing serial production.

After choosing themost appropriate variation of the shoe dryer (level 3.1) represented
in Fig. 6, and because of its ease of use, which does not include level 3.2, designers started
to work on color-texture and nuance-figurative solution of designed product (level 3.3).

Fig. 6. Final version of shoe dryer.

Design proposals of this level are shown in Fig. 7. The physical prototype of “Sugrev”
shoe dryer (Fig. 8) was printed on a 3D printer (level 3.4).

The specialists of “Kharkiv Shaver Factory” provided technical field tests (level
3.5); development of work project (level 3.6); input of parametric 3D model of designed
product into manufacturing process (level 3.7). The production model of shoe dryer is
shown in Fig. 9.

3.4 4th Stage – Accompanying

This stage may consist of three levels:

– level 4.1 – development of necessary product documentation for designed product;
– level 4.2 – packaging for designed product;
– level 4.3 – advertising and multimedia output for designed product.

The stage is an organic part of themanufacturing process based on three-dimensional
model, covering the development of packaging and accompanying documentation, as
well as advertising and multimedia output. Complex solutions are in demand on the
market today. Designer, the one who created the product, should be able to design
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Fig. 7. Color-texture solutions of shoe dryer.

Fig. 8. Physical prototype of shoe dryer.

packaging system for this product; to explain to the user the principles of working with
it – functionality, possibilities and management methods.

Atfirst level of the accompanying stage, industrial designermayact as the coordinator
for the development of required product documentation for designed product in a group
of marketers and engineers. At this level, designer has to “teach” the potential consumer
to use the proposed product, understand its functional algorithms. At second level, the
leading industrial designer may invite a graphic designer to design the packaging if
necessary. At third level, the leading industrial designermay invite amultimedia designer
to create advertising and multimedia output (commercials for Television and Internet).
In the part of “Sugrev” shoe dryer project, all levels of the fourth stage were developed
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Fig. 9. Production model of shoe dryer.

concerning preparation of serial production. It should be noted that the last levels of
the third and fourth design stages of proposed classification may occur simultaneously
through the three-dimensional modeling.

3.5 Stage – Personal Assessment

This stage may consist of three levels:

– level 5.1 – design evaluation of proposed product;
– level 5.2 – upcycling;
– level 5.3 – recycling.

The stage does not directly concern the process of manufacturing products based on
the three-dimensional model. This stage is evaluative and, above all, is more important
for self-improvement of designer and for the development of professional skills. In the
current market economy the “personal assessment” stage is useful for personal under-
standing of the level of professionalism and its adequacy in the context of a group of
designers involved in product development or colleagues from the design community of
one’s city/country. Evaluation of design of the final product is subjective in nature, but
it is also possible to determine, at a qualitative level, whether the objectives have been
achieved by considering those aspects of the product that are influenced by industrial
design [15]. Since the process is subjective and primarily depends on the identity of the
designer, different methods are used to make this analysis possible.
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One can take an advantage of the product evaluation categories corresponding to
the five main design objectives formulated by Dreyfuss in 1967 [16] or focus on the
ten principles of good design by Rams (designer of “Braun” company) [17]. Personal
criteria of product evaluation can be defined as well. In any case, the self-assessment of
the quality of designed product will help to improve personal professionalism.

“Upcycling” and “Recycling” can be considered as two basic approaches of “Sus-
tainable design” aimed at design of spatial environment corresponding to the principles
of economic, social and environmental sustainability [18]. In case of “Recycling”, the
unused object is recycled into a secondary raw material, which serves as the material
for the development of new product. During the “Upcycling” process, the unused object
is only purified and disinfected, and subsequently acquires new functional and aesthetic
significance due to designer’s work.

The stage of personal assessment was not fully provided towards “Sugrev” shoe
dryer. As a separate aspect it is possible to consider the originality of shape of designed
product with the extended number of slots and efficient air exchange as a result, for better
functioning. The shoe dryer is designed to maximize its useful life, it is serviceable, and
the company provides warranty and certified repair services, extending the life of the
product. The patent for industrial sample №39751 was obtained for this product on the
territory of Ukraine in 2019 [19].

4 Conclusion

The design process of a product based on 3D-model by means of CAD systems has
prospects for further development and improvement. Even today, a modern designer
is able to create detailed concepts more quickly in large numbers, which can lead to
innovative design solutions.Visual realismof computer tools (virtual reality) can increase
the efficiency of information exchange among members of the development team and
help to eliminate much of the inaccuracy inherent in “manual” sketches traditionally
created by designers.

To improve this process, it is necessary to understand the stages of creation of a
new product. To achieve this goal, the classification with five stages divided by a certain
number of levels was presented. The suitability of these stages was demonstrated by
practical design work. First four stages (basic information; conceptual shaping; system
design and accompanying) are directly incorporated into manufacturing process. The
last – fifth stage (personal assessment) is rather optional and primarily important for
self-improvement of designer and for the development of professional skills.

Analytical part of the paper and systematized contemporary design practice can be
used in professional training of industrial designers in the higher education system.
Writing educational materials and developing specialized training courses also might be
considered. The future research is planned to focus on the application and refinement
of the identified stages and classification in the development of not a single solution of
designed object, but the complex, the ensemble of objects.
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Abstract. Evaluation of arterial elasticity is still an urgent task, and the most
commonly used and recommended method for this is based on the assessment of
pulse wave propagations velocity (PWPV) in the arterial vessels. Unfortunately,
this strategy does not fully meet modern requirements due to insufficient accuracy
and instability of the results obtained. The analysis of the main sources of errors in
the assessment of PWPV of arterial vessels was carried out and ways of their neu-
tralization were proposed. The accuracy of the PWPV estimate can be improved
by using the high frequency component of the pulse wave to estimate the time
delay. Experimental data, obtained using the “ReoCom” rheographic complex,
confirm the correctness of the proposed strategy.

Keywords: Cardiovascular diseases · Rheogram · Velocity of pulse wave
propagation · Elasticity of arterial vessels · Peripheral resistance

1 Introduction

Today it is well-known that one of the main early risk factors for cardiovascular diseases
and their complications is a decrease in the elastic properties of the walls of arterial
vessels [1–4].

Under pulsing of blood flow in the arteries, energy loss of cardiac myocardium for
blood transportation becomes substantially smaller just for elastic vessels [5, 6]. This
is most noticeable in the presence of the necessary consistency of the elasticity of the
arteries with the mass of blood spreading through the vessels, the heart rate and the value
of the peripheral resistance [7].

For the purpose of early detection of atherosclerosis and a number of other vascu-
lar diseases, various methods of assessing elastic properties of the vascular wall were
developed, and one of the most widely used today was the method of the pulse wave
propagations velocity (PWPV) measuring [8, 9] in the vascular bed section of interest,
most often from the aorta to the vascular area under study.
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2 Suggested Methodology for PWPV Assessing

The most commonly used methods for recording pulse waves and measuring PWPV
are ultrasound, sphygmography, rheography, or photoplethysmography [10–12]. Syn-
chronous registration of pulsations in different parts of the body allows one to assess
PWPV along the course of an arterial vessel located under selected points of the body.
For this reason, the time delay�t between the equivalent points of pulse waves recorded
and the distance between points on body.

Unfortunately, regardless of the used method of pulse waves registration in distant
points of the body, we will face the same problem – finding equivalent pulse waves
points registered in different points of the body, under conditions of pulsewaveform
changes during its propagation along the arterial vessel.

It is evident that arterial system can be considered as some low pass filter (LPF) filter
model provoking different attenuations andphase shifts for different spectral components
contained in the pulse wave at each specific part of arterial channel, and, therefore
provoking the changes of pulse wave under its propagation in the vessel [7, 13]. The
found equivalent points of pulse waves can only be apparent equivalents! It was shown in
[13] that the position of the minimum of the recorded pulse wave can differ significantly
from the real beginning of the pulse wave, therefore, the traditional method for assessing
the state of the arterial wall by PWPVwill give significant errors due to the impossibility
of accurately determining the time delay PW in the vessel under study.

For each vascular region, the error will be strictly individual, depending on the
elasticity of the particular artery, the mass of blood moving in it, the value of peripheral
resistance of the region, etc. The magnitude of the error will vary from 0, in the smallest
arteries, to 70…90 ms in the aorta. Hence, the measurement error in the time interval of
pulse wave propagation can be commensurable with per se of propagation time [13].

Unfortunately, this method has existed virtually unchanged for many decades,
although the obtained results are far from satisfactory.

Undoubtedly, PWPV could be a very informative indicator of arterial wall condition
[14–16], however, it is necessary to find a way to minimize the errors that arise when
determining the equivalent points of pulse waves.

This paper is devoted to a new approach to estimating the delay time of a pulse
wave, based on the decomposition of a rheosignal into low-frequency and high-frequency
components. This makes it possible to reduce the error in determining the delay time of
the pulse wave and improve the quality of arterial elasticity assessment.

3 Discussion of the Experimental Results

Experimental records obtained using the “ReoCom” diagnostic complex”, designed by
XAI-Medica Ltd., Ukraine [17, 18], are shown below in Fig. 1–3. First, let us consider
typical aorta rheogram represented in Fig. 1 (upper curve). The graph of this rheogram
first derivative is demonstrated below in Fig. 1.

At what point in time does the aortic valve open, the ejection period begins, and a
pulse wave occurs in the aorta? It seems absolutely evident, that everything occurs at the
timemomentmarked by the symbol a in the Figures. That is when the aortic cross section
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Fig. 1. Aorta rheogram and its first derivative.

begins to increase. What other reason can provoke increasing of aorta cross-section if
not unlocking the aortic valve?

We note a few more characteristic points of the considered rheogram. Marker b,
coinciding with the maximum of the first derivative of the rheogram, marks the moment
of the highest rate of aortic blood filling. Marker c denotes the moment of greatest
stretching of the aortic wall, when the amount of blood coming from the left ventricle
into the aorta becomes equal to the amount of blood leaving the aorta through numerous
main arteries.

So, suppose that at the moment a (the minimum of the rheogram), the aortic valve
opens and the aorta cross section begins to increase under the influence of the blood flow
coming from the ventricle. During the time interval a–c, the amount of blood entering
the aorta is greater than the amount of blood going to the periphery, as a result of which
the aorta expands and an anacrota is formed. Further, the amount of blood leaving the
aorta becomes greater than that coming from the left ventricle, and the aorta begins to
shrink.

At the moment, marked by symbol f in the graphs, aortal valve locks up. Appearance
of dicrotic tooth can be clearly seen in the below graph of the first derivative shown in
Fig. 1. Arrival of blood in the aorta from ventricle lapses and aorta continues to shrink
ejecting blood in the main vessels. It continues till to the moment marked by the symbol
i when cross-section of aorta again begins to increase.
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Fig. 2. Aorta rheogram and phonocardiogram.

The following question is arising: where does the blood come from that fills the aorta
when the aortic valve is already locked? There can only be one explanation. Through the
main arteries into the aorta comes a wave of reflection from the peripheral resistance.

The main arteries return blood to the aorta! It turns out that blood can move through
the arteries in both directions! Although, this is not surprising. After all, it has long been
known about the mechanism of redistribution of blood flow in the arterial system when
the peripheral resistance of the region under load falls. Redistribution is carried out due
to the discharge of a certain amount of blood from underloaded regions into the aorta
(due to an increase in the tone of the corresponding arterial vessels), and the direction
of the generated reflection wave in the area with reduced peripheral resistance.

Now back to the question about beginning of the pulse wave in aorta. Below curve
demonstrated in Fig. 2 represents the phonocardiogram recorded synchronously with
rheogram. First tone of the phonocardiogram is located within the time interval of
anacrota contained in the rheogram (see Fig. 2). It is well-known [7], that the most
high-magnitude oscillations of the first tone correspond to the lock moment of the mitral
valve. This time moment is marked by symbol n in Fig. 2. The pressure value represent
on the graph after marker n continues to increase. Approximately during 20…30 ms
after the marker n, the pressure reaches the diastolic value in aorta. Just in this moment,
i.e. in 20…30 ms after the marker n in Fig. 2, aortic valve begins to open. This time
moment is denoted by the marker a1 in Fig. 3. It is clear that it is at this point that the
ejection period begins and the formation of the pulse wave in the aorta begins.
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Fig. 3. Aortal rheogram ant its decomposition on low and high frequency components.

It can be clearly seen fromFig. 3 that real beginning of pulsewave (see the location of
marker a1) has nothing common with rheogram minimum (see the marker a in Figs. 1,
2 and 3). Point a1 in Fig. 3 turned out to be an unremarkable point located in the
rising length in the aorta rheogram and significantly displaced relative to the rheogram
minimum (point a). In the case of the absence of phonocardiogram, considerable errors
appear for determination of ejection period and beginning of pulse wave in aorta. These
parameters are of very importance for determination of the stroke volume. Noted errors
can provoke an error for determination of the pulse wave time delay (approximately of
60 ms), and considerable error for determination of velocity of pulse wave and elasticity
of studied main vessels.

So, the minimum of the rheogram can in no way be considered as the beginning of
a pulse wave.

Thanks to the phonocardiogram, true beginning of pulse wave in aorta was never-
theless found. However, the following question is arising: what to do for determina-
tion of pulse wave beginning in arteries belonging to some other vascular area where
phonocardiogram will not be able to help?

Conclusion: the classical method of determining the state of the arterial wall of the
main artery by the speed of propagation of the pulse wave in the vessel will give signif-
icant errors due to the impossibility of accurately fixing the moments of the beginning
of the pulse wave, and, therefore, the impossibility of accurately determining the delay
time of the wave when it propagates in the vessel under study.
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And one more question: at the cost of what the point of visual beginning of pulse
wave was formed (see point a in Figs. 1, 2 and 3) and on what depends the value of the
shift related to the true beginning of pulse wave from the apparent point?

As C. Caro [7] states when considering the process of pulse wave propagation in
the arterial system, – “The wave is more and more delayed relative to the pressure wave
directly at the ventricular exit, but, in addition, its amplitude increases significantly and
its shape changes”.

It means that arterial system cannot be considered as broadband structure within
the frequency range belonging to the pulse wave. Amplitude-frequency characteristic
of arterial system has a considerable rise in the low-frequency range. One can say that
preferable conditions exist in arterial system for the most low-frequency oscillations
contained in the pulse wave spectrum or in rheosignal in the considered case. This
means that these fluctuations are slower to decay, and therefore last longer in the arterial
system.They interferewith oscillations that are the echoes of oscillationprocesses related
to the previous period. They sum up with reflected oscillations arising by reflection
from peripheral resistance. Their magnitudes and phases are varied not only due to the
propagation in arterial system with some decay but also under influence of oscillations
that are interfered with and that can be formed in sufficiently remote vascular zones.

On the other hand, high-frequency components contained in the pulsewave represent
short-time living components. They decay quickly for propagation of the pulse wave.
They correspond to the result of the arrival of only last disturbance, i.e. pulse wave
last coming. Due to the noted reasons, the amplitude and phase changes in the high-
frequency and low-frequency components of the rheosignal will be different when they
propagate in the same area of vascular system. Phase of high-frequency contribution
will be determined by only phase shift cause by wave propagation. At the same time,
the phase of the low-frequency contribution will be determined both by the phase shift
caused by the propagation of the pulse wave, and by the phase shift that occurs when the
pulse wave is reflected from the periphery, and by the phase shift due to the summation
of oscillations of all previous periods. It is clear that the moment of true pulse wave onset
will be related exactly to the beginning of growth of the high-frequency component of
the pulse wave. Time location of this beginning point will be related only with pulse
wave propagation time in the artery channel. It will not depend on the reflection wave
from the periphery and the echoes of the oscillatory processes of previous periods.

Taking into account the peculiarities expressed above, it is easy to explain the aorta
rheogram minimum shift observed in Figs. 1, 2 and 3 relatively time marker a1 situated
in Fig. 3. The shift is due to the fact, that the beginning of the pulse wave coincides
precisely with the beginning of the high-frequency contribution contained in the pulse
wave.The a1 point defines true moment of unlocking of aortal valve and beginning of
pulse wave forming in aorta.

Signal growing observed after the point a in Figs. 1, 2 and 3 is defined by low-
frequency contribution contained in the rheosignal. The latter contribution is formed
by summation of low-frequency contribution contained in rheosignal and caused by
last heartbeat and low-frequency contribution contained in the rheosignal and caused by
reflection fromperipheral resistance, aswell as low-frequency contribution caused by the
echoes of all early existing heartbeat periods. It is clear that the shift of point a1 in Fig. 3
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relative to the rheogram minimum can vary significantly with changes in the peripheral
resistance of the studied area. This peculiarity will appear more evidently in the vessels
with high elasticity of the sides and large mass of moving blood. As mentioned above,
the displacement can reach 60…70 ms, and constitute a significant part of the whole
time of pulse wave propagation from the aortic arch to the studied area. It means that the
errors related to the estimation of the elasticity of arterial wall can be of large values.
The errors will be rather evident in the large vessels with high elasticity and big mass of
moving blood.

4 Conclusion

Unfortunately, the most used nowadays method for diagnostics of arterial side condition
by evaluation of the velocity of pulse wave propagation in the studied vessel provokes
considerable errors. They caused by impossibility of accurate fixation of the pulse wave
beginning moments in the studied points. As a result, it is impossible to accurately
determine the lag time of the wave during its propagation in the investigated vessel.

This means that the classical method for determining the stiffness of the arterial wall
of the main artery by the velocity of the pulse wave in the vessel cannot be used for a
high-precision assessment of the state of the arterial vessel wall.

The errors arising in the estimation of PWPV can be significantly reduced by the
proposed decomposition strategy for extracting both low-frequency and high-frequency
contributions from the pulse wave, and by determining the time delay not between points
related to the minimums of rheograms, but between equivalent points corresponding to
the beginning high-frequency components of rheograms recorded at points of interest in
the arterial system.
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Abstract. The development of signal detection systems requires complete infor-
mation about the type of random processes distributions in communication chan-
nels with noise. One of the advanced approaches that allows describe random pro-
cesses is the use of moment and cumulant description of random variables. This
approach makes it possible to significantly simplify the synthesis of signal detec-
tion systems in noise with a different type of distribution function. The authors of
paper proposed the synthesis of the new cumulant models and methods for signal
detection in additive correlated non-Gaussian noise. A stochastic polynomial of
finite degree was used to synthesize a decision function, the optimal coefficients of
which are found according to the adapted new moment quality criterion decision
making. The nonlinear processing of signals in noise and taking into account the
parameters of correlated non-Gaussian noise in the form of one-dimensional (1D)
and two-dimensional (2D) moments can increase the signal processing efficiency
compared to traditional Gaussian random process models.

Keywords: Signal detection · Moment and cumulant description · Correlated
non-Gaussian noise

1 Introduction

The development of advanced signal detection systems is of great importance for design
and synthesis of communication systems, navigation and radar systems, control sys-
tems, etc. [1–3]. For development of new signal detection systems it is necessary to take
into account the random distribution of signal which are random under the influence of
various types of noise. Classical methods of the statistical hypothesis testing theory are
used. According to this theory to solve the problem any kind of distribution density of
random processes can be used [4]. The use of normal distribution of random variables
has become widespread in practice in the implementation of signal detection systems.
However in many cases it becomes impossible to display the real processes with the
required accuracy. The action of various destabilizing factors on signals, a complex
of noise during multipath propagation of signals, their passage through inhomogeneous
media, fluctuation the communication parameters of channels generate a complex signal-
noise situation, which is described by non-Gausian random processes [5]. The use of
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the traditional approach to the research and development of systems for processing ran-
dom non-Gaussian processes is characterized by significant limitations associated with
the complexity of their algorithmic implementation. Complications with the classical
approach are also due to the fact that random processes can be correlated non-Gaussian
random processes [5]. In practice, problems with a limited range of observations often
arise, where statistical relationships of random values of a random variable cannot be
ignore.

One of the methods of solving the problem is the method of using the probability
density function, which is used to describe the random processes. A method based
on a threshold system designed to detect a deterministic signal with independent non-
Gaussian noise is proposed, the probability density functions are unknown but they are
symmetric and unimodal [6]. This method is confirmed by taking a large number of
samples in the presence of white noise and low signal. For a specific probability density
function as a special correlation detector with strict restrictions different options for
signal processing are presented [7]. Based on the suprathreshold stochastic resonance
[8], the nonlinear correlative detector is composed of a matched filter. In [9] the structure
of a suboptimal detector with a parallel array of two-stage quantizers in non-Gaussian
noise is given. A signal detection process based on the probability density function in
correlated non-Gaussian noise is presented [10]. Probability density functions are due
to limitations and difficulties in calculations, although they have a detailed description
of stochastic processes.

The properties of decision functions can be characterized using indicators such as
the variance of decision rules and the mean. For example, the deflection criterion in the
class of linear-quadratic (L-Q) systems has been developed [11–13].

A detailed description of this criterion is given in [14]. But the classical criterion is
rather weakly connected with the criterion of deviation and its modifications and does
not reveal all the properties of decision-making rules.

The paper proposes another approach, which is based on the moment-cumulant
description of random processes. This greatly simplifies their description and takes into
account the non-Gaussian distribution density. The aim of the paper is to increase the
efficiency of signal detection systems in correlated non-Gaussian noise based on the use
of joint moment-cumulant models for representing random variables with the formation
of a moment quality criterion for statistical hypotheses testing and polynomial rules for
the synthesis of effective methods and computer tools.

2 Moment and Cumulant Models of Correlated Non-gaussian
Processes

A multidimensional (denote as MD) probability density function (PDF) is a general
mathematical representation of a statistically dependent stochastic process ξ(t). But
the PDF is not always known and there may be some difficulty with the estimation of
parameters (ϑ1, ϑ2, . . . , ϑn) function. The method based on cumulant characteristics
can be used to describe the properties of such process [15–18]. One-dimensional (denote
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as 1D) moments mi of a random variable ξ are defined via the use of PDF p(ξ)

E
(
ξi

)
=

∫ ∞

−∞
ξip(ξ)dx. (1)

The MD PDF can represent of statistically dependent random variables [19]. Very
often two-dimensional (2D) PDF is taken to describe the statistical characteristics of the
relationship of random variables:

E
(
ξ i1ξ

j
2

)
=

∞∫

−∞

∞∫

−∞
ξ i1ξ

j
2p2(ξ1, ξ2)dx. (2)

We can imagine that there are sample values of a stationary random process, and
there it is possible to consider individual random variables as sample values. On practice,
a widely used example of the statistically dependent values is the relationship for two
random variables. The 2D PDF can be use in this case. Take the case of two independent
random variables ξ and η with pξ and pη PDF respectively. Then the initial moments of
oder i look like:

m(ξ)
i = Eξ i =

∫ +∞

−∞
xipξ (x)dx, m(η)

i = Eηi =
∫ +∞

−∞
yipη(y)dy. (3)

The random variable ξ and η have the joint moments (i, j) of dimension because
they depend on each other. For non-Gaussain statistically independent random variables
(let zero mean and variance χ2) the relationship between the initial moments mi and
cumulants χi to fourth order look like

m1 = 0,m2 = χ2,m3 = χ3,m4 = χ4 + 3χ2
2 . (4)

For Gaussian process the cumulants of third, fourth and higher order (χ3, χ4, . . . ) are
equal to zero. For the relationship between samples will be used the joint moments mi,j

and cumulants χi,j to fourth order:

m1,1 = χ1,1,m1,2 = χ1,2,m1,3 = χ1,3 + 3χ2χ1,1,m2,2 = χ2,2 + χ2
2 + 2χ2

1,1 (5)

Note that for the signal detection problem the moment and cumulant description
models requires additional research and development. It is possible to make a certain
classification, to decompose into certain classes cumulants of ordinary characteristic
function with common properties. Let us present some classification of random non-
Gaussian variables, which is called as punched random variables. In classes of uncor-
related non-Gaussian random processes based on the punched random variables were
proposed and approved [18]. The moment and cumulant models are represented by only
a part of the cumulants of all possible sets that correspond to the actual process.

According to the accepted classification there are asymmetrical, excess and
asymmetrical-excess random variables of various kinds [18–21].

This paper proposes the development of new models of moments and cumulants of
non-Gaussian statistically dependent random variables. On the basis of this models, it
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is possible to create signal detection methods using the adapted new moment quality
criterion for statistical hypothesis testing [21, 22]. Such methods are differ from the
classical ones and used cumulant functions of higher orders for taken into account
properties of non-Gaussian correlation random processes. Such methods will be used to
create a decision rule (DR) of signal detection in correlated non-Gaussian noise.

3 The Moment Quality Criterion Decision Making

Let the random signals ξ(t) be in the time interval (0,T ). It is necessary to develop
the signal processing algorithms of the stochastic process ξ(t) based on the decision
making: a "Yes" the signal s(t) (hypothesis H1) or a “No” signal (hypothesis H0) in the
input stochastic process ξ(t), where ξ(t) = s(t) + η(t), η(t) is a stationary correlated
non-Gaussian random process that describes the set of cumulants and moments.

We will assume that such the set of moments for hypothesis H1 will have the form

-
(
m(v)
i ,m(τ )

i,j

)
, and for hypothesis H0 -

(
u(v)
i , u(τ )

i,j

)
, where {u(v)

i , m(v)
i } - 1D moments

at the time tv of order i and {u(τ )
i,j , m

(τ )
i,j } - 2D join moments of the (i, j) dimension for

hypothesis H0 and H1 respectively.
The sampling signal ξ(t) of the discrete values X = {x1, x2, . . . , xn} at time tv for

hypothesis H0 and H1 look like:

Hi : ξv = sv(αk) + ηv

(
γk , χ

(τ)
i,j

)
,

H0 : ξv = ηv

(
γk , χ

(τ)
i,j

)
, v = 1, n. (6)

where sv(αk) is the useful signal with parameters αk , ηv
(
γk , χ

(τ)
i,j

)
is the non-Gaussian

random variable with parameters in form of cumulants χ
(τ)
i,j , k = 1, μ.

The Bayesian signal detection algorithm is determined as minimum average risk
[1–3]. Then the likelihood ratio look like in the form

	(X) = P(X|H1)/P(X|H0). (7)

Usually, for most practical cases is mainly done in the assumption that PDF is
Gaussian of random process. In these cases it is difficult to describe and to find the
parameters of PDF. Therefore, we can apply another approach to obtain the likelihood
ratio, which is based on the use of a polynomial decision function [21].

Assume that the probability ratio is a continuous function and it will be represented
as a stochastic power polynomial of degree s for sample values xv

	(X) =
n∑

v=1

s∑
i=1

kivx
i
v + k0, (8)

where the optimal coefficients kiv and k0 are found from the minimum of the quality
criterion for statistical hypotheses testing [21]:

Ku(E,G) = G0
[
γ
] + G1

[
γ
]

(
E1

[
γ
] − E0

[
γ
])2 . (9)
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Criterion Ku(E,G) (9) determines the quality of decision-making using DR (8).
This criterion will be called as “The moment quality criterion of upper bounds of error
probability” or “Criterion Ku”. From this comes the mean and the variance of the DR
(8) with the hypothesis and the alternative will be calculated as:

E0(sn) =
s∑

i=1

n∑
v=1

kivu
(v)
i ,E1(sn) =

s∑
i=1

n∑
v=1

kivm
(v)
i . (10)

G0(sn) =
s∑

i=s

s∑
j=1

n∑
v=1

n∑
k=1

kivkjvF
(τ)
(i,j)(Hr)r = 0, 1, (11)

where F(τ)
(i,j)(H0) = u(τ)

(i,j) − u(v)
i u(k)

j , F(τ)
(i,j)(H1) = m(τ)

(i,j) − m(v)
i m(k)

j .
The coefficients kiv of the polynomial power stochastic DR (8) have to minimize the

probabilities of errors of the first and second kind and are determined from the minimum
the criterion Ku(E,G) and look like

s∑
j=1

kiv
(
F(τ)
i,j (H0) + F(τ)

i,j (H1)
)

= m(v)
i − u(v)

i , v = 1, n, i = 1, s. (12)

To solve the system of Eqs. (12), numerical methods and Schur complement of a
matrix block are used. The 2D joint moments u(τ )

(i,j) andm
(τ )
(i,j) were used to determine the

correlation function ρ(τ) which is defined as

ρ(τ) =

⎛
⎜⎜⎜⎝

1 ρ(τ1,2) ... ρ(τ1,n)

ρ(τ2,1) 1 ... ρ(τ2,n)

... ... ... ...

ρ(τn,1) ρ(τn,2) ... 1

⎞
⎟⎟⎟⎠. (13)

For research, an exponential correlation function was used in the form

ρ(τv,k) = e−A|tv−tk |,

where τv,k is the correlation time, A is the scaling factor.
The value of the quality criterion Ku(E,G, ρ) can be used to evaluate the effective-

ness of the polynomial DR (1). In addition, it is shown that the inverse value of the quality
criterion is the extracted information from input data about discrimination hypotheses
H0, H1 and look like.

Ku(E,G, ρ) = I−1
Kus, or

IKus = G1(sn) + G0(sn) = E1(sn) − E0(sn). (14)

This value will be used to evaluate the effectiveness of the obtained results.
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4 Synthesis of the Signal Detection Algorithms in Correlated
Non-gaussian Noise

Let the input signal ξ(t) consist of useful signal a and noise η(t) and observed in the
time interval [0,T ]

ξ(t) = a + η(t), (15)

where η(t) is the correlated stationary non-Gaussian noise with zero mean and variance
χ2 and is described by a sequence of 1D and 2D moments and cumulants.

Let us present the sampling signal ξ(t), and discrete values X = {x1, x2, . . . , xn} at
that time tv for hypothesis Hi (i = 0, 1) will take the form:

H1 : xv = a + ηv

(
γk , χ

(τ)
i,j

)
,

H0 : xv = ηv

(
γk , χ

(τ)
i,j

)
, v = 1, n. (16)

Consider a polynomial decision rule for degree s = 1.
The algorithm of signal detection in correlated non-Gaussian noise using DR (8) at

the first degree of the polynomial s = 1 look like

n∑
v=1

Av

(
xv − a

2

)H1

>

<

H0

0, (17)

where Av is the determinant which is obtained from �1, when v -th column is replaced
by units and �1 is determined from the expression

�1 = det ||F (τ )
(1,1)|| = det ||ρ(τv,k)||, v, k = 1, n, (18)

where F (τ )
(i,j) = F (τ )

(i,j)(H0) + F (τ )
(i,j)(H1).

Shown, that the information removed from the samples about discrimination
hypotheses H0, H1 according to (14) look like

I1 = q

�1

n∑
v=1

Av (19)

and is the inverse of the value of the quality criterion Ku(E,G)(9), where q = a2/χ2 -
signal-to-noise ratio.

It is shown that if a stationary statistically independent random process is observed,
the criterion value Ku(E,G, ρ) is transformed to the following form

Ku1(E,G) = 2/nq (20)



Mathematical Modeling of Signal Detection in Non-gaussian Correlated Noise 71

and DR (17) is transformed to the classical well-known form

1

n

n∑
v=1

xv − a

2

H1

>

<

H0

0. (21)

The obtained results of the linear DR (17) do not take into account the non-Gaussian
distribution of the randomprocess, since only the first twomomentswere used to describe
it. Increase the degree of the polynomial DR to s = 2. Then, the DR will be non-linear
and in the general case look like

n∑
v=1

k1vxv +
n∑

v=1

k2vx
2
v + k0

H1

>

<

H0

0, (22)

where optimal coefficients kiv are defined from equation systems (12) and have the
following form

k1v = Bv

�2
, v = 1, n, k2v = Cv

�2
, v = n + 1, 2n, (23)

where Bv is the determinant which obtained from �2 when v -th column (v = 1, n) is
replaced by another with

(
q0.5, q0.5, . . . , q0.5 q, q, . . . , q

)
elements, Cv is defined in a

similar way for v = n + 1, 2n and �2 looks like

�2 = det

∣∣∣∣∣
||F(τv,k)

1,1 || ||F(τv,k)
1,2 ||

||F(τv,k)
2,1 || ||F(τv,k)

2,2 ||

∣∣∣∣∣, v, k = 1, n, (24)

In general, the threshold k0 of the DR (22) with coefficients k1v and k2v is calculated
as follows

k0 = − 1

2�2

n∑
v=1

(
q0.5Bv + Cv(q + 1)

)
. (25)

Shown, that the DR (22) takes into account the correlated non-Gaussian noise dis-
tribution in the form of asymmetry coefficients γ3, joint cumulants χ

(τ)
i,j and kurtosis

coefficients γ4, i, j = 1, 2.
The value of the extracted information from input data about discrimination

hypotheses H0, H1 using DR (22) is defined

I2 = 1

�2

n∑
v=1

(
q0.5Bv + qCv

)
. (26)

It is possible to synthesize non-linear polynomial DR of a higher degree s, where
moments and cumulants of higher orders will be taken into account.
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5 Results and Discussion

Adequate new mathematical models of correlated non-Gaussian random processes and
polinomial methods of signal detection allows to improve the efficiency of signal pro-
cessing. The probability of signal detection errors were obtained by using two DR – for
linear DR (17) and non-linear DR (22).

The extracted information ratio I1/I2 from input data about discrimination hypothe-
ses H0 and H1 for polynomial power DR of order s = 1, 2 from the SNR and skewness
coefficient γ3 are shown in Fig. 1. In experiment the exponential correlation function
was used for simulation. As is shown in Fig. 1, the ratio I1/I2 is less than one, and
then the value I2 (26) for non-linear DR is more than the value I1 (19) for linear DR.
The value of the criterion Ku2(E,G) is less than value of the criterion Ku1(E,G) and
efficiency of non-linear DR (22) is better than linear DR (17). Note that smaller values
of the criterion correspond to an increase of signal detection efficiency.

For Gaussian noise the values of the criterion Ku1(E,G) for s = 1 and Ku2(E,G)

for s = 2 are the same (I1/I2 = 1) when the skewness and kurtosis coefficients are
equal to zero (γ3 = γ4 = 0). Taking into account the skewness and kurtosis coefficients
the values of the criterion Ku2(E,G) for non linear DR (s = 2) are smaller as compared
with the criterion Ku1(E,G) and it correspond to decrease the probability of the first
and second kind errors. For example, for γ3 = 1.3 the sum probability of errors for the
nonlinear DR was decreased in 2 times (q = 1 or SNR = 0 dB, kurtosis coefficient
γ4 = 0 and n = 100) and in 1.4 times for γ4 = 2 (Fig. 1). The efficiency of signal
detection improve with increasing of the polynomial power DR degree.

Fig. 1. Comparison of the ratio of the I1/I2 from input data about discrimination hypotheses H0
and H1 from the gama3 - skewness coefficient γ3 for polynomial power DR of order s = 1, 2,
where A = 0.1, coefficients of kurtosis γ4 = 0 and γ4 = 2.

6 Conclusion

To solve the problems of signal detection in correlated non-Gaussian noise requires a
new approach that made it possible to describe the complexity of signal processing. This
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approach is based on the use of new mathematical models to describe random processes
in the form of higher-order moments and cumulants, including joint moments to describe
correlation dependencies. This approach is simpler than the traditional approach using of
distribution densities of random processes. The use of stochastic power polynomials for
the synthesis of decision rules is proposed. The coefficients of such polynomials power
decision rules were determined from the adapted moment quality criterion for statistical
hypotheses testing. It is shown that non-linear processing of input data and taking into
account the non-Gaussian distribution of sample values can increase the efficiency of
signal detection in comparison with the use of traditional and widely used Gaussian
models of random processes.

References

1. Van Trees, H., Bell, K., Tiany, Z.: Detection Estimation and Modulation Theory. Wiley, New
Jersey (2013)

2. Kay, S.M.: Fundamentals of Statistical Signal Processing. Prentice Hall PTR, NJ (2008)
3. Lin, C., Chang, Q., Li, X.: A deep learning approach for MIMO-NOMA downlink signal

detection. Sensors 19, 2526 (2019). https://doi.org/10.3390/s19112526
4. Herzog, M.H., Francis, G., Clarke, A.: Understanding Statistics and Experimental Design.

LMB. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-03499-3
5. Kassam, S.A.: Signal Detection in Non-Gaussian Noise. STELE. Springer, NewYork (1988).

https://doi.org/10.1007/978-1-4612-3834-8
6. Guo, G., Mandal, M., Jing, Y.: A robust detector of known signal in non-Gaussian noise using

threshold systems. Signal Process. 92(11), 2676–2688 (2012). https://doi.org/10.1016/j.sig
pro.2012.04.014

7. Duana, F., Chapeau-Blondeau, F., Abbott, D.: Non-Gaussian noise benefits for coherent de-
tection of narrow band weak signal. Phys. Lett. A 378, 1820–1824 (2014). https://doi.org/10.
1016/j.physleta.2014.04.061

8. Hari, V.N., Anand, G.V., Premkumar, A.B., Madhukumar, A.S.: Design and performance
analysis of a signal detector based on suprathreshold stochastic resonance. Signal Process.
92(6), 1745–1757 (2012). https://doi.org/10.1016/j.sigpro.2012.01.013

9. Rousseau, D., Anand, G.V., Chapeau-Blondeau, F.: Noise enhanced nonlinear detector to
improve signal detection in non-Gaussian noise. Signal Process. 86(11), 3456–3465 (2006).
https://doi.org/10.1016/j.sigpro.2006.03.008

10. Izzo, L., Tanda, M.: Asymptotically optimum diversity detection in correlated non-Gaussian
noise. IEEE Transactions on Communication 44(3), 542–545 (1996). http://ieeexplore.ieee.
org/xpl/tocresult.jsp?isnumber=10665 https://doi.org/10.1109/26.494296

11. Picinbono, B.: On deflection as a performance criterion in detection. IEEE Trans. Aerosp.
Electron. Syst. 31(3), 1072–1081 (1995). https://doi.org/10.1109/7.395235

12. Vachkov, G.: Online detection of deviation in performance of multichannel dynamical
processes 5, 1681–1686 (2016). https://doi.org/10.1109/ICMA.2013.6618168

13. Solc, T., Mohorcic, M., Fortuna, C.: A methodology for experimental evaluation of signal
detection methods in spectrum sensing. PLoS ONE 13(6), 1–31 (2018). https://doi.org/10.
1371/journal.pone.0199550

14. Biglieri, E., Lops, M.: Linear-quadratic detectors for spectrum sensing. J. Commu. Netw.
16(5), 485–492 (2014). https://doi.org/10.1109/JCN.2014.000087

15. Peppas, K., et al.: High-order statistics for the channel capacity of egc receivers over gen-
eralized fading channels. IEEE Commun. Lett. 22(8), 1740–1743 (2018). https://doi.org/10.
1109/LCOMM.2018.2846229

https://doi.org/10.3390/s19112526
https://doi.org/10.1007/978-3-030-03499-3
https://doi.org/10.1007/978-1-4612-3834-8
https://doi.org/10.1016/j.sigpro.2012.04.014
https://doi.org/10.1016/j.physleta.2014.04.061
https://doi.org/10.1016/j.sigpro.2012.01.013
https://doi.org/10.1016/j.sigpro.2006.03.008
http://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=10665
https://doi.org/10.1109/26.494296
https://doi.org/10.1109/7.395235
https://doi.org/10.1109/ICMA.2013.6618168
https://doi.org/10.1371/journal.pone.0199550
https://doi.org/10.1109/JCN.2014.000087
https://doi.org/10.1109/LCOMM.2018.2846229


74 D. Smirnov et al.

16. Watts, J.P., Smith, P.: Stochastic Processes. An Introduction, Chapman and Hall/CRC (2018)
17. Jammalamadaka, S., Taufer, E., Terdik., G.: Cumulants of multivariate symmetric and skew

symmetric distributions. Symmetry 13, 1383 (2021). https://doi.org/10.3390/sym13081383
18. Kunchenko, Y.: Polynomial Parameter Estimations of Close to Gaussian Random Variables.

Shaker Verlag, Aachen (2002)
19. Vokorokos, L., et al.: Parameters estimation of correlated non-Gaussian processes by the

method of polynomial maximization. IET Signal Proc. 11(3), 313–319 (2017). https://doi.
org/10.1049/iet-spr.2016.0142

20. Palahin, V., et al.: Computer simulation of signal detection in non-Gaussian noise with the
Neyman-Pearson moment quality criterion. In: 2018 IEEE 9th International Conference on
Dependable Systems, Services and Technologies (DESSERT), pp. 603–608. IEEE, Kyiv
(2018). https://doi.org/10.1109/DESSERT.2018.8409203

21. Palahina, E., Gamcová, M., Gladišová, I., Gamec, J., Palahin, V.: Signal detection in corre-
lated non-gaussian noise using higher-order statistics. Circuits Systems Signal Process. 37(4),
1704–1723 (2017). https://doi.org/10.1007/s00034-017-0623-5

22. Palahin, V., et al.: Computer modeling of noise signals processing system in non-gaussian
noise. In: 2018 IEEE 38th International Conference on Electronics and Nanotechnology
(ELNANO), pp. 658–662. IEEE, Kyiv (2018). https://doi.org/10.1109/ELNANO.2018.847
7442

https://doi.org/10.3390/sym13081383
https://doi.org/10.1049/iet-spr.2016.0142
https://doi.org/10.1109/DESSERT.2018.8409203
https://doi.org/10.1007/s00034-017-0623-5
https://doi.org/10.1109/ELNANO.2018.8477442


Evaluation of Endothelium Regulation
of Vascular Tone

Viktor Sergieiev1,2(B) , Volodymyr Kyrychenko2,3 , Tetiana Kulbashevska1 ,
and Ihor Biletskyi1

1 O. M. Beketov National University of Urban Economy in Kharkiv, 17 Marshala Bazhanova
Street, Kharkiv 61002, Ukraine

2 XAI-Medica Ltd., 4 Zoriana Street, Kharkiv 61070, Ukraine
sergeev@xai-medica.com

3 National Aerospace University “Kharkiv Aviation Institute”, 17 Chkalova Street,
Kharkiv 61070, Ukraine

Abstract. The problem of the endothelial function (EF) evaluating is currently
very relevant, however, the most widely used and recommended for this method
of D. Celermajer today does not satisfy specialists, due to the complexity of the
technique, low accuracy and instability of the results obtained. An analysis of the
endothelial function assessment by the D. Celermajer method was carried out.
The main sources of EF estimation error are determined and the ways of their
neutralization are proposed. Improving the accuracy of the endothelium func-
tion assessing by the D. Celermajer method is impossible, while maintaining the
ultrasonic method for assessing changes in the diameter of an arterial vessel. To
simplify the research methodology and improve the accuracy of EF assessment,
one should switch to the use of rheographic data. The rheographicmethodmakes it
possible to neutralize the identified sources of error in evaluating EF and improve
the quality of the assessment.

Keywords: Atherosclerosis · Endothelium disfunction · Rheography signal ·
Pulse wave · Vascular tone · Reactive hyperemia

1 Introduction

Nowadays, it is well-known that one of the basic realized risks factors related to the
progress of cardiovascular diseases and their complications is decreasing of elasticity
of the vascular wall. Most frequently, it caused by atherosclerosis [1–3]. At the middle
age, the frequency of detection of arterial involvement approaches to 100% for people
without any clinical atherosclerosis developments [2, 3]. It has been also established,
that the aging processes affect the arterial vessels on their own account [3, 4]. The
main processes occur in the medial and inner layers of the arteries wall. Medial layer
becomes very thin, fragmentation and exhaustion of the elasticity fibers take place. The
endothelium of arterial vessels is damaged.

First, non-invasive technique for estimation of endothelium condition using flow-
dependent vasodilatation (FDV) or endothelium-dependent vasodilatation (EDV) was
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suggested by D. Celermajer et. al. [5] in 1992. Nowadays, this technique is considered as
the best strategy for estimation of endothelium function [6–9]. This technique is based
on the measurement of the brachial artery (BA) diameter by ultra sound (US) system of
high resolution before and after arterial occlusion.

It is conventionally accepted to consider dilatation by 9%ormore of the resting diam-
eter as a normal BA reaction [10]. Absence of dilatation or spasm should be considered
as endothelium dysfunction (ED). In order to identify the causes of the development of
changes, it was suggested to perform the test of flow-independent dilatation of the BA
after the test of flow-dependent vasodilatation. Reaction for insertion of vasodilatation is
computed as difference of BA diameters at 2nd–5th minutes after nitroglycerine intake
and initial value related to the artery diameter value at rest in percentage. Degree of
increment for BA diameter under endothelium-independent vasodilatation (EIDV) for
healthy people under opinion of majority of the authors assembles in average to 14–17%
[10].

The close temporal synchronization of the development of endothelial dysfunction
in all vessels of the body has now been proved [11–13]. Malfunction of flow-dependent
dilatation can be considered as evident predictor for cardiovascular diseases [5–7, 13].

Unfortunately, today, it is necessary allowing that the results obtained by D. Celer-
majer US technique designed for evaluation of the variation of artery diameter are very
often comparable with themeasurement instrumental inaccuracy. In addition, other error
sources exist.

Let us assume that dependence of artery diameter DA from the pressure PA is linear
inside it, i.e.DA = K ·PA, where K is the coefficient of artery extensibility. Assume that
K value is equal to KR at rest but after cross-clamping of artery and restoration of blood
flow due to influence of NO it will be of KNO value.

In this study, the ratio of artery diameter change �DA is evaluated in the post occlu-
sion period relatively its diameter at rest to the artery diameter at rest DAR, i.e. the
following parameter is estimated

PUS = �DA

DAR
= PA(KNO − KR)

PAKR
. (1)

If the measurements of artery diameter variation �DA at rest and after occlusion are
performed for the same transmural pressure in artery, PA value in (1) is cancelled and
parameter PUS , indeed, will define relative change of extensibility in the studied artery
as follows

PUS = KNO − KR

KR
. (2)

The error of the considered method for assessing the function of the endothelium in
this case, will be due not only to the possible instrumental error in assessing the relative
change in the diameter of the brachial artery in the sample with reactive hyperemia.
In addition, it is necessary to take into account the factor of uncontrolled changes in
transmural pressure falls on the post-occlusion period relative to the resting stage. Con-
sequently, the assessment of the relative change in the diameter of the artery will already
characterize not only the stiffness of the arterial wall.
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To date, the generally accepted method for assessing the elastic properties of arteries
is the measurement of pulse wave propagation velocity (PWPV) in the vessel [14–18].
The most commonly used methods for measuring PWPV are ultrasound, sphygmogra-
phy, rheography, or photoplethysmography [19, 20]. Synchronous registration of pulsa-
tions in different parts of the body allows one to assess PWPV along the course of an
arterial vessel located under selected points of the body.

For this reason, the time delay �t between the equivalent points of pulse waves
recorded and the distance between points on body.

Unfortunately, regardless of the used method of pulse waves registration in distant
points of the body, we will face the same problem – finding equivalent pulse waves
points registered in different points of the body, under conditions of pulsewaveform
changes during its propagation along the arterial vessel.

It is evident that arterial systemcan be considered as someLPFfiltermodel provoking
different attenuations and phase shifts for different spectral components contained in the
pulse wave at each specific part of arterial channel, and, therefore provoking the changes
of pulsewave under its propagation in the vessel [15, 18].Moreover, the found equivalent
points of pulse waves can only be apparent equivalents! It was shown in [18] that the
position of the minimum of the recorded pulse wave can differ significantly from the
real beginning of the pulse wave, therefore, the traditional method for assessing the state
of the arterial wall by PWPV will give significant errors due to the impossibility of
accurately determining the time delay pulse wave in the vessel under study.

For each vascular region, the error will be strictly individual, depending on the
elasticity of the particular artery, the mass of blood moving in it, the value of peripheral
resistance of the region, etc. The magnitude of the error will vary from 0, in the smallest
arteries, to 70–90 ms in the aorta. Hence, the measurement error in the time interval of
pulse wave propagation can be commensurable with per se of propagation time [18].

Somewhat better results can be obtained when estimating the pulse wave velocity
when applying the method outlined in the paper [18].

The latter approach allows identifyingmore precisely the equivalent points contained
in the pulse curves obtained by rheography technique.

But, in our opinion, the best technique for estimation of endothelium state could
be fixation of variations of the rheosignals parameters registered for forearm in the
test contribution with cross-clamping of shoulder artery part (before and after cross-
clamping), and under test with nitroglycerine.

2 Suggested Technique for Estimation of Endothelium Function

It is well-known, that the law of rheosignal variations is defined as [21]:

�R(t)AR = ρ2
BoLAS̃(t)AR

ρBlS2Bo
, (3)

where ρBl is the specific blood resistance; ρBo is the specific resistance of the studied
body part; SBo is the body cross-sectional area at the place of the potential rheograph
electrodes location; LA is the length of body part between the potential electrodes;
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S(t)AR is the law of change of variable component of cross-sectional area at the place of
potential electrodes location under influence of pulse wave (at rest (R) state, till to the
cross-clamping of BA).

Due to the variations of the wall elasticity of the forearm arteries, after occlusion
of BA and blood flow restoration, the law of changes of variable component of cross-
sectional area will be of the value of S(t)ANO, that will provoke the following changes
of the rheosignal:

�R(t)ANO = ρ2
BoLAS̃(t)ANO

ρBlS2Bo
.

Parameter PRHEO(t) can be written as:

PRHEO(t) = �R(t)ANO − �R(t)AR
�R(t)AR

= S̃(t)ANO − S̃(t)AR

S̃(t)AR
=

= (K2
NO − K2

R)(P(t)2 − P(t)2D)

K2
R(P(t)2 − P(t)2D)

= K2
NO − K2

R

K2
R

= PRHEO, (4)

where S̃(t)A = π
4 (D2

A(t) − D(t)2AD) = K2 π
4 (P2

A(t) − P2
AD(t)) is the difference between

of current cross-sectional artery area and the value of cross-sectional area at diastolic
pressure; DA(t) is the law of variation of current diameter of main artery at the place of
location of potential rheograph electrodes;DAD(t) is the law of slow variation of current
diameter of main artery at the place of location of potential rheograph electrodes under
the influence of slowly changing diastolic pressure. Therefore,

PRHEO = K2
NO − K2

R

K2
R

. (5)

As a result of occlusion, due to the developed tissue ischemia and NO exposure, the
shape of the averaged rheosignal period curve after occlusion will necessarily change in
comparison with the averaged rest period. So there won’t be a complete identity of the
averaged periods after all?

The question is:how tofind the timemoments of the equality of the pulse pressure
current values in the arterial vessels in the time intervals before and after occlusion?
Besides, current magnitude of the averaged rheosignal amplitude is also the function of
pulse pressure in the artery and its rigidity. How to extract only influence of rigidity
variations?

3 Discussion of the Experimental Results

Let us present the results of a study of endothelial function in an arbitrary patient. Male,
26 years old, no clinical manifestations of atherosclerosis. A forearm rheogram was
recorded in two probes.

First probe was performed with reactive hyperemia. The probe duration was of
10 min: the rest stage of 1.5 min + 5 min of occlusion + postocclusion time interval of
3.5 min.
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Standard cuff was put in the patient shoulder for measurement of arterial pressure.
The cuff did not practically compress the shoulder and it did not create the troubles for
the venous outflow. The pressure in the cuff was increased till to the level of systolic
pressure + 50 mmHg.

Coherent accumulation of the rheosignal periods was performed in time intervals
of 40–60 s (rest period) and 420–440 s (postocclusion period). Obtained experimental
results are demonstrated in Fig. 1 (rest period) and Fig. 2 (postocclusion period).

Fig. 1. Rheogram of forearm, rest period. Fig. 2. Rheogram of forearm, postocclusion
period.

Second probe was carried out with vasodilator contained 0.5 pill of nitroglycerine
by sublingual absorption. Intake of the nitroglycerine was accomplished at the 90th
second of the probe. This probe was performed in 15 min after the first probe. Coherent

Fig. 3. Rheogram of forearm, rest period. Fig. 4. Rheogram of forearm, registered
under nitroglycerine impact.
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accumulation of the rheosignal periods was performed for the second probe during 40–
60 s (rest period) and 400–420 s (vasodilatation period). Obtained results are represented
in Fig. 3 (rest period) and Fig. 4 (vasodilatation period).

Upper curves demonstrated in all of the graphs show averaged rheogram periods
and lower curves illustrate the result of rheogram expansion onto low-frequency (LF)
and high-frequency (HF) components. This technique was considered in detail in our
work [17], carried out with the use of the rheographic complex “ReoCom”, designed by
XAI-Medica Ltd., Ukraine [22, 23].

What should be compared in the presented averaged periods of rheograms (before
and after exposure) to assess changes in the diameter of the forearmmain artery under the
influence of NO and nitroglycerin? How to exclude the influence of possible variations
in transmural pressure existing in the forearm artery at the time intervals of interest?
What time intervals have to be selected for the measurements before and after exposure?
Let us suppose that we decided to determine the degree of variation in the maximum
amplitudes of the averaged rheogramperiods before and after exposure (Fig. 1 and Fig. 2,
Fig. 3 and Fig. 4).

It is seen from Fig. 2 that the rheogram considerably changed after occlusion and
blood restoration in BA. First of all, the amplitude increased by 62% relatively the rest
stage. However, the question is: could one affirm that artery diameter increasing is the
result of under influence of NO?Could we affirm that the rheogram amplitude increasing
is of under increasing in artery diameter under influence of pulse waves just due to the
artery vasodilatation but not due to increasing of the pulse pressure in the artery? So,
the averaged periods obtained in our study before and after occlusion are not identical
(Fig. 1 and Fig. 2). Therefore, we cannot confirm that in some selected time intervals
relatively, for instance, the locations of the R tooth in the electrocardiogram, current
pulse pressures in the artery will be of the same value before and after occlusion.

It is known [15], that that pulse pressure along the artery can vary due to the certain
hemodynamic processes. It means that in our study the variation of maximum rheowave
amplitude can be provoked by not of rigidity variations in the studied artery part but by
variations of pulse pressure in the artery. Therefore, estimation of the vessel diameter
variations without measurement of pulse variations cannot give true information about
the changes in the vessel rigidity.

As we can see, the amplitude of the LF component in Fig. 2 is much greater than
the amplitude of the LF component in Fig. 1. Maximum rheogram amplitude could
increase also due to the variations of phase relationships between LF and HF rheogram
components [18]. The latter peculiarity, in turn, also can be provoked by decreasing of
periphery resistance under influence of postocclusion ischemia in the tissues and NO.

We suppose that the single feature for variation of wall rigid of the main forearm
arteries can be only amplitude of the HF rheogram component (see ascending part,
denoted by a–c).

The amplitude of the HF component of the rheogram depends solely on the HF
component of the source and the stiffness of the arterial wall of the main vessel. If in
the post occlusion period or period of influence of nitroglycerin, the amplitude of HF
component has been increased, the only reason for this can be as follows – decreasing
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of rigidity of artery side in the main arterial vessel under assumption of invariability of
the central hemodynamic parameters during experiment.

We believe that in the particular case under study, we have every reason to state
that vasodilatation of the forearm main arterial vessels took place at the studied vascu-
lar region in the test with reactive hyperemia, and that the observed increasing in the
amplitude of the rheogram HF component (by 70.2%) occurred due to this.

It is clear, that increasing of rheogram amplitude by 62% was happened under influ-
ence of two reasons – by vasodilatation of the main artery forearm vessels and change of
pulse pressure in the artery. Weighting components of these two contributions is difficult
to estimate.

Now let’s turn to Fig. 3 and Fig. 4, demonstrating the data of the second probe
of the study. Comparison of the rheograms in Fig. 3 and Fig. 1 permits to note the
following. Bigger maximum amplitude and smaller peripheral resistance, as well as
larger amplitude of HF component are observed in Fig. 3. After taking of 0.5 pill of
nitroglycerin (0.5 mg/2 = 0.25 mg) sublingually at 90th second of the second probe, the
rheogram parameters also has been measured.

Averaged period of rheogram builed for second half probe is represented in Fig. 4.
Its maximum amplitude increased by 62.9% with respect to the resting time interval.
The amplitude of the HF component of the rheogram increased by 58.1%. Thus, as in
the previous probe, however, under nitroglycerin influence, vasodilatation is observed
in the artery forearm vessels. However, it is smaller pronounced as compared with the
first probe.

Now, we consider the results obtained for a man of 68 years old without any clinical
atherosclerosis demonstration. Results of coherent accumulation performed at the rest
and post occlusive period, are represented in Fig. 5 and Fig. 6. Analysis of the data in
Fig. 5 and Fig. 6 for second patient shows that maximum amplitude of the averaged
rheogram in postocclusive period has been increased much smaller (by 10.6%). Ampli-
tude of HF rheogram component also has been increased much smaller (by 16.2%). It
allows saying that changing rigidity in the main arteries due to occlusion taken place by
much smaller.

Fig. 5. Rheogram of forearm, rest period. Fig. 6. Rheogram of forearm, postocclusion
period.
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Now, let us pay attention to the probe for the same patient, performed with nitro-
glycerin and represented in Fig. 7 and Fig. 8. Note that under influence of endothelium-
independent vasodilatation, maximum rheogram amplitude increased by 19%. Themag-
nitude of HF rheogram component increased by 62.6%. In this way, used vasodilatator
operates and the vessels of the studied region are managed. Moderate increasing of the
HF component in the first probe (16.2%) as compared with 62% in the second probe
was caused by decreasing of endothelium function.

Fig. 7. Rheogram of forearm, rest period. Fig. 8. Rheogram of forearm under influence
of nitroglycerin.

Results of coherent accumulation of the probe time intervals with nitroglycerin, i.e.
0.5 pill of nitroglycerin (0.5 mg/2 = 0.25 mg) sublingually are demonstrated in Fig. 7
and Fig. 8. Nitroglycerin has been taken at the 90th second. As above, this probe was
performed in 15 min after the first probe.

Let us come back to the expressions (2) and (5) that determine the sensitivity of the
endothelium evaluation technique in modification with US and using rheograph:

PRHEOhf = �RANOhf − �RARhf

�RARhf
= K2

NO − K2
R

K2
R

, (6)

and let us find PRHEOhf /PUS PRHEO HF/PUS as:

PRHEOhf

PUS
= KNO + KR

KR
≈ 2. (7)

Expression (7) shows that the sensitivity of method, with using rheographic data is
about twice as high as US technique. It can be explained by the same variations of KNO

relatively KR cause twice larger values of PRHEO as compared with PUS .
Results of study show that analysis of HF component gives considerably more reli-

able information about changing the large artery rigidity in forearm area as compared
with rheogram amplitude analysis. Since over 30 years of using D. Celermajer method-
ology, the normative base was created for PUS value, one can pass to the conventional
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D. Celermajer parameter PUS , , however, evaluated by rheographical data. Taking into
account (2) and (6) we can write the following:

PUS = KNO

KR
− 1 =

√
1 + PRHEOhf − 1.

4 Conclusion

The benefits of suggested technique and future ways on its enhancement are represented
below as follows:

– suggested technique provides performing of the investigations by using less expensive
equipment;

– proposed methodology is more simple as compared with exploiting high resolution
US system. It allows disposing the problem of fine orientation US sensor and its long
fixation during study, reduce the requirements to experience of operator and obtain
more stable data;

– application of coherent accumulation when constructing averaged periods of
rheograms makes it possible to significantly reduce the random component of
measurement error;

– the proposed technique essentially eliminates error by selecting the moment of
measurement of a dynamically changing parameter during the heartbeat period;

– suggested methodology provides disposing the errors arising by possible variations
of transmural pressure in the artery due to influence of occlusion or nitroglycerin on
the periphery resistance and vessels tone.

It is quite clear that D. Celermajer’s method is able to give a correct idea of the
endothelium condition only if diastolic pressure in the arterial vessel at time intervals
of measuring its diameter in the reactive hyperemia test remains unchanged. In addi-
tion, if other reasons related to the variations of the elasticity of artery side are absent
except endothelium influence. Unfortunately, neither first nor second condition required
according to D. Celermajer methodology does not execute in real life [15, 18].
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Abstract. Diabetes Mellitus is a global problem for all countries in the world.
Today, about 422 million people worldwide have diabetes, which is more than
6% of the population of the planet Earth. In Ukraine, the mortality rate from
diseases associated with high blood sugar has increased by 2.5 times over the
past ten years. This study aims to develop a dimensionality reduction model for
type 2 diabetic patients using the T-Distributed Stochastic Neighbor Embedding
method. The model was developed in Python programming language. As a result
of the model operation, the data dimension is reduced to 2 principal components.
The transformed dataset makes it possible to increase the efficiency of applying
models to diagnose type 2 diabetes mellitus.

Keywords: Dimensionality reduction · Diabetes mellitus · Medical data
mining · T-distributed stochastic neighbor embedding

1 Introduction

DiabetesMellitus is a global problem for all countries in theworld. Today, about 422mil-
lion people worldwide have diabetes, which is more than 6% of the population of the
planet Earth [1]. At the same time, diabetes mellitus is growing every year. If the current
growth trends continue, by 2025, the number of patients with diabetes will increase by
two times, and by 2030 diabetes will rise to seventh place among the causes of death in
the world [2].

One of the main threats posed by diabetes mellitus is an early disability and high
mortality from vascular consequences [3]. Among the main consequences of the disease
are the following [4]:

– diabetes is the leading cause of blindness;
– the risk of developing a heart attack in diabetes increases by 300%;
– the risk of heart disease increases four times;
– the risk of stroke in diabetes increases four times;
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– the likelihood of developing kidney failure is increased by four times;
– diabetes mellitus is the leading atraumatic cause of lower limb amputations.

The most common is type 2 diabetes mellitus [5]. Risk factors for type 2 diabetes:

– overweight, obesity;
– age over 40 years;
– unbalanced nutrition;
– hereditary predisposition to the disease;
– sedentary lifestyle;
– impaired glucose tolerance;
– chronic gastritis or cholecystitis;
– psycho-emotional overload;
– ischemic heart disease, arterial hypertension.

The main symptoms of type 2 diabetes are general weakness, thirst, itching of the
skin, weight loss with increased appetite, and prolonged wound healing. The absence of
severe clinical symptoms at the onset of the disease leads to late diagnosis, often with
the development of complications.

To combat diabetes worldwide, from 2.5% to 15% of the annual health care budget
in various countries is allocated, and the associated costs exceed these figures by five
times [6].

The problem of diabetes is also relevant to Ukraine. In Ukraine, the mortality rate
from diseases associated with high blood sugar has increased by 2.5 times over the
past ten years [7]. Today, 2.3 million people live with diabetes in Ukraine, and almost
1million do not knowabout their diagnosis.Of all diagnosed patientswith type 2 diabetes
in Ukraine, 11.3% take insulin preparations, 25% less than in Poland [8]. This is due to
difficult access to medicines, which worsened significantly after the Russian invasion of
Ukraine in February 2022 [9].

To improve the quality of life of patients with diabetes mellitus and reduce the
economic costs of the state for assisting, it is necessary to actively implement measures
for the prevention, early detection, and treatment of diabetes and its complications. An
effective tool for this is data-driven medicine. At the same time, one of the tasks of using
information technologies in medicine is processing data on medical patients to build
adequate and accurate models, in particular, reducing the dimension of such data.

With the onset of the global COVID-19 pandemic, the digitalization of all spheres
of human activity has significantly increased. Digitalization has also affected medicine.
Information technologies are being developed tomodel epidemic processes [10], not only
among the population but also in information systems [11], diagnostics [12], logistics
[13], distribution of human resources [14], and other areas directly or directly related to
healthcare.

This study aims to develop a dimensionality reduction model for type 2 diabetic
patients using the T-Distributed Stochastic Neighbor Embedding method.

Research is part of a complex, intelligent information system for epidemiological
diagnostics, the concept of which is discussed in [15].
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2 Dimensionality Reduction

An excessive amount of data used for a model does not indicate its effectiveness. More-
over, an excessive amount of information characterizing the model’s features can lead to
a decrease in the efficiency of data analysis. The curse of dimensionality characterizes
the problems of working with high-dimensional data [16].

Non-informative features are a source of additional noise and affect the accuracy
of model parameter estimation. Also, datasets with many features may contain groups
of correlated variables. The presence of these groups of features means duplication
of information, which can distort the model’s specification and affect the quality of the
estimation of its parameters. The higher the dimension of the data, the higher the number
of calculations during their processing.

In reducing the dimension of the feature space, two approaches can be distinguished
[17]:

– formation of new features by transforming the original data;
– selection of features from the existing initial set.

The search for the most informative features that characterize the used dataset is
an approach to dimensionality reduction that does not require the transformation of the
original variables. This approach makes it possible to make the model compact and
avoid losses associated with the action of uninformative features. At the same time, the
selection of informative features consists in finding the best subset of the set of initial
variables. The criteria for achieving the result can be the highest modeling quality for
a given dimension or the smallest data dimension. The required quality of the model is
achieved.

Informativeness of signs is relative. Their selection should provide a high information
content of the set of features and not the total information content of the set variables.
For example, a correlation between features reduces their overall information content
due to duplication of information common to them. Therefore, adding a new feature to
the selected ones increases information content to the extent that it contains valuable
information not available in the previously selected variables. At the same time, the
simplest is the situation in which mutually orthogonal features are selected, and the
selection algorithm is implemented by ranking the variables according to information
content.

The limitation of feature selection methods to reduce the dimension of space is asso-
ciated with the assumption of the presence of the necessary features in the initial data,
which usually turns out to be incorrect. Another approach to dimensionality reduction is
to transform the features into a reduced set of new variables. In contrast to the selection
of initial features, the formation of a new feature space involves the creation of new vari-
ables, which are usually functions of the original features. These variables, not directly
observable, are often called latent or latent [18]. These variables can be endowed with
various valuable properties during the creation process, such as orthogonality. In prac-
tice, the initial features are usually interconnected, so the transformation of their space
into an orthogonal one generates new feature coordinates that do not have the effect of
duplicating information about the objects under study.
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3 T-Distributed Stochastic Neighbor Embedding Model

TheT-distributed stochastic neighbor embeddingmethod is amachine learning technique
for data dimensionality reduction. The technique is amodification of the stochastic neigh-
bor embedding method. The procedure is implemented to visualize high-dimensional
data by representing each data point in two or three dimensions.

Let it be necessary to embed a set of points in a high-dimensional space {xi|xi∈X}
in a low-dimensional space. Denote the set of points in the low-dimensional space that
are obtained after embedding by {yi|yi∈Y}. Then, stochastic neighbor embedding [19]
converts distances in high-dimensional Euclidean space between points into conditional
probabilities pj|i. Where pj|i is the probability that point xi will choose point xi as its
neighbor among other data points. We assume that point xi’s probability of finding
a neighbor decreases with increasing distance from point xi following the Gaussian
distributionwith zeromean and standard deviation σ i. Accordingly, pj|i can be expressed
as

pj|i =
exp

(
−‖xi−xj‖2

2σ 2
i

)

∑
k �=i exp

(
−‖xi−xk‖2

2σ 2
i

) . (1)

Let us define similar probabilities qi|j for a low-dimensional space where points of
a high-dimensional space are embedded

qj|i =
exp

(
−∥∥yi − yj

∥∥2)
∑

k �=i exp
(−‖yi − yk‖2

) . (2)

These probabilities are derived from the same propositions for high-dimensional
space, except that all Gaussian distributions have a standard deviation for all points. Pi|j,
and qi|j will be similar if the spaces nest well. Therefore, the method tries to reduce
the difference in the probability distribution. The standard measure for measuring the
difference in probabilities is the Kullback-Leibler divergence [20]:

KL(P||Q) =
∑

j
pj log2

pj
qj

. (3)

We get |X| distributions. Then the objective function to be optimized will look like
this:

C =
∑

i
KL(pi||qi) =

∑
i

∑
j
pj|i log2

pj|i
qj|i

. (4)

TheKullback-Leibner divergence is not a symmetricmeasure. Therefore, embedding
close points into distant ones gives a much larger error value than embedding far points
into close ones. The objective function aims to preserve the local structure around the
points.

Each parameter value generates its probability distribution Pi, which has entropy

H (Pi) =
∑

j
pj|i log2 pj|i. (5)
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The entropy increases with the growth of σ i. In this case, σ i is calculated using a real
binary search for a given value. The points yi are sampled in a low-dimensional space
according to a Gaussian distribution with a small standard deviation expectation of zero.
The next step is to optimize the objective function. It is carried out using the gradient
descent method. The gradient is

∂C

∂yi
= 2

∑
j
(pj|i − qj|i + pi|j − qi|j)(yi − yj). (6)

A problem arises when using stochastic neighbor embedding, which follows from
the different probability distributions in high and low dimensional spaces. Let there be
some high-dimensional space. Let the points xi be uniformly distributed around the point
x0 in some ball with radius R. The greater the dimension of the space, the more points
will fall near the boundary of the ball, so the number of points is close to x0 will decrease
with increasing dimension. It is necessary to embed this space in a plane. Let the points
xi go to the points yi on the plane. If we put the points xi into a circle of radius R centered
at the point y0, many small distances between the points yi are formed. This is because
a sphere’s volume in an arrogant space is incomparable with the area of a circle on a
plane. Therefore, to simulate small distances on the plane, it is necessary to place the
points xi farther from x0 than in the original space.

To avoid the problem of crowding, it is necessary to use the Student’s t-distribution
with one degree of freedom instead of the Gaussian distribution in the low-dimensional
space [21]. The Student’s t-distribution has a large probability mass in areas separated
from zero. Thus, qij takes the following form:

qij =
(
1 + yi − y2j

)−1

∑
k �=1

(
1 + yk − y2l

)−1 . (7)

The numerator value describes the inverse square law for far points in low-
dimensional space in this distribution. This allows us to represent not individual points
but clusters that interact with each other as separate points.

After replacing the distribution, the gradient of the objective function has also
changed, which has the following form:

∂C

∂yi
= 4

∑
j

(
pij − qij

)(
yi − yj

)(
1 + yi − y2j

)−1
. (8)

4 Results

For implementation the model we have used open dataset of Diabetes patients: PIMA
IndiansDiabetes Database. Each instance represents individual patients and their various
medical attributes along with diabetes mellitus. Visualization of the dataset is shown in
Fig. 1.
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Fig. 1. Distribution of parameters of dataset.

Database has 768 instances and 9 attributes (Table 1).
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Table 1. Initial data analysis.

Attribute Scale type Range

Pregnancies Metric 0–17

PGConcentration Metric 0–199

DiastolicBP Metric 0–122

TriFoldThick Metric 0–99

SerumIns Metric 0–846

BMI Metric 0–67,1

DPFunction Metric 0,08–2,42

Age Metric 21–81

Diabetes Nominal Sick/Healthy

The Python programming language was chosen for program realization. In Spyder
programming, a T-SNE.py file was created for writing code. Initially, the data set was
divided into objects and the objective function, and data processing was performed. The
model was then defined using the TSNE class found in the Scikit-learn library, the data
dimension was reduced while maintaining the two principal components, and the results
were displayed graphically.

In Fig. 2 shown the results of the dimensionality reduction visualization.

Fig. 2. Visualization of obtained results.
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The results of the model made it possible to reduce the sample dimension to 2
principal components. The simulation results are shown in Table 2.

Table 2. Results of model performance.

Indicator Value

Number of nearest neighbors 91

Mean sigma 0.832929

KL divergence after 250 iterations with early exaggeration 67.918045

KL divergence after 1000 iterations 1.012368

Source array shape (768, 8)

Array shape after using transform (768, 2)

5 Conclusion

Dimension reduction is necessary to improve the accuracy and adequacy of modeling,
on the one hand, and to reduce the computational complexity of the model, on the
other. As part of the study, the T-Distributed Stochastic Neighbor Embedding model
was implemented to minimize data dimensionality in patients with type 2 diabetes. As a
result of the model operation, the data dimension is reduced to 2 principal components.
The transformed dataset makes it possible to increase the efficiency of applying models
to diagnose type 2 diabetes mellitus. Future research is planned to develop a web-based
information system to provide the classification of Diabetes Mellitus in real time.

Acknowledgements. The study was funded by the National Research Foundation of Ukraine
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Abstract. Nowadays in this 21st century, youth is mainly leaning on chatting
forums instead of real-life conversations trying to convey their emotions to their
close friends with the help of texts, emojis, etc. On the contrary, the receiver may
find it difficult to understand the emotions due to mistyped texts, misunderstand-
ings, or any other issues. Henceforth, this bafflement may lead tomore depression,
and anxiety and may lead to serious threats to life like suicides. Among all the
reasons, almost one-half of the people attempt suicide due to depression, anxi-
ety is the main reason as other people cannot understand them. To overcome this
problem of the understanding mood of the people and motivating them, the pro-
posed model can be one of the best applications which can help the depressed
user to overcome his/her stress, anxiety, etc. with the help of motivational quotes.
The proposed model is a chat-based forum that is designed to monitor the men-
tal health of the user the model consists of two parts: (i) Web Development; (ii)
Machine Learning. This application is built with a Machine Learning algorithm
and integrated with web development. Web scraping and creation of datasets have
been done with the help of ‘Tweet’ and ‘Pandas’. MLmodel is trained using ‘Scik-
itLearn’. Further, the Machine Learning model is integrated with the chat-based
Forum web application with the help of ‘Flask’.

Keywords: Data analysis ·Web scrapping · Decision tree · Depression
detection ·Machine learning algorithm · Artificial Intelligence

1 Introduction

In thismodern era, people tend to rely on socialmedia and try to avoid public interactions.
Henceforth, the count of introverts is increasing day by day. Depression mainly attacks
these lonely-natured people.Depression isn’t easy to detect as it involves several different
aspects. It is one of the major mental disorders which stakes life. Ordinally, the younger
generation falls prey to depression as they are involved more in online domains rather
than face-to-face interactions. In this fast-growing world, people don’t get enough time
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to manage their stress due to hectic schedules. Stress and anxiety have become part of
people’s daily routines. People avoid the effects of stress and anxiety on their liveswithout
seeking any stress reliever which are the main symptoms of depression. Corporate world
employees mainly belong to this category. Symptoms of this acute mental disorder are:
constant feeling of being sad; overthinking; suicidal thoughts; lack of sleep; loss of
enthusiasm; arduous in concentrating. Likewise, there are many reasons which might
cause depression and anxiety which will force people to take on their own lives. This
technological world has made people cut contact with the world as people mainly use
social media to interact with other people which is one of the major drawbacks of this
technical world. People mainly believe in the online form of communication rather than
meeting each other. They express their emotions, and opinions through different social
media platforms like Facebook, Instagram, Twitter, etc. in the form of texts, audio,
videos, and images. We can find people of each generation on this platform and hence
this can be an identical dataset. This far-reaching presence of social media has made it
quite straightforward for the user data available for analytical surveys.

Textual data is a widespread mode of interaction that is identical and the best way
out for performing analysis. Main advantages of using textual data:

– less consumption of memory compared to other forms of data;
– manageable;
– easily available;
– processing is effortless.

Hence, for this purpose, tweets from the Twitter API come in handy and thoroughly
satisfy all the above conditions and the extraction of the data is quite effortless to apply the
machine learning algorithms to detect depression and anxiety. Detection of the mood
with the help of textual data is complicated as compared to image processing. The
proposed model is ‘A chat-based forum’ for detecting the mental health of the user.
The main objective of this venture is to detect the depression and anxiety of the users
with the help of a machine learning algorithm mainly a Decision tree and reply to them
personally with motivational quotes along with the health care helpline numbers. It is
a web-based application integrated with machine learning provided with tweets to train
the algorithm. Machine learning algorithms can be handy to detect anxiety and forecast
depression probability. After the extraction of the dataset variety of processing is done
as discussed in the methodology to make it suitable to apply the supervised learning
algorithms.

2 Motivation

Mental health plays an important role in day-to-day schedules. People mostly ignore
the effects and importance of mental health. Mental health is importantly like Physical
health. As people focus on their physical health and do regular exercise, fitness and
the smooth functioning of the brain are also important. Interactions of the people has
been reduced these days due to online meetings, chatting forums, etc. and hence people
prefer to stay lonely which arises the problem of overthinking and anxiety as they don’t
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share things going on with them. Reduction of physical interaction and overthinking
often lead to depression and if isn’t detected soon might result in severe and harmful
effects like suicidal attempts and even death. Technology is growing faster and Artificial
Intelligence along with supervised machine learning algorithms is a vast field and many
innovations are being done swiftly. One such innovation is detecting the mental health
of people using Artificial Intelligence and machine learning algorithms. A lot of data
is available on social media platforms which can be beneficial for applying supervised
learning algorithms and creating a chat-based forum to detect the mental state. This
approach may solve the problem of depression and anxiety to a certain extent as the
user might be able to take necessary precautions and medication or might even consult
a doctor which can help to reduce the risk.

3 Problem Definition and Scope

3.1 Problem Definition

“To scent the anxiety and depression on the social media platform using the supervised
machine learning algorithms”.

3.2 Scope

Increasing the efficiency and performance of the algorithm can be done by including
additional features to derive better results. This project has certain limitations as it can’t
handle slang and short words. Users generally use slang while chatting and processing
this might get us away ahead of precise results. Moreover, an additional feature might
be included which can test and differentiate between actual text and sarcasm or jokes.
With the help of AI, we can just detect depression, and anxiety and let the user know
about that. It depends upon the user how seriously it looks after the matter and takes
certain precautions and improve his/her mental health.

4 Literature Review

In [1] dataset used is the tweets extracted from the Twitter API. The data set comprised
10,000 tweets which were further divided into an 80:20 ratio adopted mainly for training
and testing respectively. The training word list consists of curated depressed words and
tweets were collected at random including negative as well as normal tweets. Supervised
learning classification has certain limitations. Sentimental detection mainly depends on
the accuracy of the algorithm used. Though support vector machines tend to preprocess
the large datasets the accuracy is reduced and due to high complications, human-level
accuracy through the prediction of depression isn’t granted.

Researchwork in [2] proposes a new online chatting system, named EmoChat, which
automatically identifies the emotions of the users and attaches the identification result to
the messages sent by the user, allowing users to know the emotions of each other during
the online chatting. EmoChat is a new online chatting mobile application enhanced
with emotional information. EmoChat makes users know about each other’s emotional
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states, thus they will feel more intimate with their conversation partners. Improving the
accuracy of the algorithm and reducing the time consumption in future work.

Multiple methods are correlated to determine the levels of depression and enhance
accuracy. The study [3] demonstrates a variety of features and a big dataset has enough
strength to determine the mental status of the users. Dataset: An online community
sourced from live Journal which is a collective blog site where different users can read
and write their responses. Privacy rights are being violated. Moreover, Blogs can contain
slang and abusive content which might decrease the accuracy of the model if they aren’t
taken into consideration.

The paper [4] advances toward categorizing the health tweets from the mixed tweets
to determine the mental status using K-means clustering and Support Vector Machine.
The system’s accuracy isn’t much effective to predict accurate results and it is restricted
to only one language. Moreover, there are only two labels, Positive and Negative which
can be extended up to five levels.

The difficulty of detecting depression on social media, as well as several machine
learning methods that may be utilized to identify depression, are explored in this study
[5]. The use of Ensemble Learning to solve this problem has been proven to be effective.
To answer this challenge, we want to discover and apply the best appropriate technique
and algorithm. Depression levels can be sent to another or family members or friends.
Facebook posts and the Twitter dataset are used. The accuracy of the model is just
74%. Moreover, Facebook posts aren’t relatable as people tend to post on the trending
posts, and mostly the feed is just the happy side. Also, privacy is another consent. This
paper [6] proposes to incorporate weighted and simplified entropy into the decision
tree algorithm to improve the ID3 algorithm for the research of data mining algorithms
based on a decision tree. On overall performance, the revised method outperforms the
commonly used ID3 algorithm, according to the findings of the experiments. A new
thorough assessment of machine learning methodologies in predicting mental health
disorders is presented in [7]. Furthermore, in doing this systematic review, we use the
PRISMA technique. Following the screening and identification processes, they included
a total of 30 research publications in their review. The gathered research papers were then
organized into categories based on mental health issues such as schizophrenia, bipolar
disorder, anxiety and depression, posttraumatic stress disorder, and mental health issues
in children. They discussed the findings and the obstacles and constraints that academics
working onmachine learning inmental health concerns confront. Additionally, they have
made specific recommendations for future study and development in the field of mental
health using machine learning. This work [8] seeks to give a bibliometric analysis and
discussion of ML for mental health research trends on social media.

The purpose of this study [9] is to examine existing literature on the use of DL
algorithms in mental health outcome studies. They begin by providing a quick review
of current DL approaches. They next go over the literature on the use of DL in mental
health outcomes. They divide these relevant articles into four categories based on the
application scenarios: clinical data diagnosis and prognosis, genetics and genomics data
analysis for understanding mental health conditions, vocal and visual expression data
analysis for disease detection, and estimation of mental illness risk using social media
data. Finally, they examine the difficulties of employing deep learning algorithms to
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increase our understanding of mental illnesses, as well as potential promising prospects
for its use in improving mental health diagnosis and treatment. Based on data sources,
machine learning techniques, and feature extraction methods, this research offers a crit-
ical assessment analysis of mental health detection in Online Social Networks (OSNs)
[10]. By defining its data analysis technique, comparison, problems, and limits, the suit-
ability of mental health detection was also evaluated. The purpose of this article [11] is to
investigate factors that contribute to mental health problems in chosen higher education
students. Using machine learning algorithms, this study tries to categorize students into
several categories of mental health disorders, such as stress, depression, and anxiety. The
information was gathered from students at a Kuala Terengganu higher education col-
lege. Decision Tree, Neural Network, Support VectorMachine, Nave Bayes, and logistic
regression are among the techniques used. Decision Tree, Support Vector Machine, and
Neural Network are the most accurate models for stress, depression, and anxiety, respec-
tively. The accuracy of five machine learning algorithms in diagnosing mental health
concerns was examined using numerous accuracy criteria in this study [12].

Logistic Regression, K-NN Classifier, Decision Tree Classifier, Random Forest, and
Stacking are the five machine learning approaches. We examined and executed different
strategies, and themost accurate one was the Stacking strategy, which had an accuracy of
prediction of 81.75%. The goal of this research [13] is to use machine learning to predict
the mental health of medical personnel based on 32 parameters. Through a questionnaire
survey, we gathered 32 elements from 5,108 Chinesemedical personnel, and the findings
of the Self-reporting Inventory were used to assess mental health. They offer a unique
prediction model based on an optimization algorithm and a neural network in this study,
which can pick and rank themost relevant elements affectingmedical personnel’s mental
health. In addition, to forecast the mental health of medical personnel, they employed
stepwise logistic regression, binary bat algorithm, hybrid enhanced dragonfly algorithm,
and the suggested prediction model. The findings demonstrate that the suggested model
has a prediction accuracy of 92.55 percent, which is higher than current techniques. This
approach can be used to forecast worldwide medical workers’ mental health. Further-
more, the strategy suggested in this research can aid in the development of a suitablework
schedule for medical personnel. This survey [13] study attempts to provide a complete
summary of the most recent advancements in this topic. This review investigates and
quickly presents several newly proposed algorithm upgrades as well as numerous SA
applications. The study [14] begins with an introduction to deep learning before moving
on to a thorough examination of its present uses in sentiment analysis. This study [15]
looks at methodologies and approaches that have the potential to directly allow opinion-
based information-seeking systems. They are particularly interested in approaches that
solve the unique issues posed by sentiment-aware applications, as opposed to those that
are already present in the more traditional fact-based analysis. They’ve included content
on evaluative text summarizing as well as larger concerns like privacy, manipulation, and
economic effect that the proliferation of opinion-oriented information-access services
has spawned. The proposed work in [16] integrated two trending technologies i.e., web
technology with machine learning.
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5 Methodology

5.1 Data Collection

Aswe tend to create a chat-based application forum similar to social media, social media
data can be best suited for this venture. On analyzing different social media platforms,
TwitterAPI tends to be one of the best and is available easily. Twitter feedmainly consists
of audio, video, and textual format. Out of these, textual data in the form of comments,
and tweets suits best as it is in the shorter format and consists of neutral data. In Fig. 1,
the textual data set is easy to analyze as compared to the audio, and video files. A list
of words is created which can determine the low mental health which becomes prone
to depression. Before converting the dataset into.csv format, the data is filtered to get
rid of the unwanted characters which can lower the accuracy of the algorithm or predict
false results. At this point, about one-third of the data is filtered out and the rest of the
data is then blended with the specific list keywords with the help of JSON objects. After
segregating the data from the Twitter servers, the data set is further divided into two
parts which generally comprise of training and testing dataset.

Fig. 1. Methodology.

5.2 Data Preprocessing

The information or the data in the dataset contains a lot of redundant and unstructured
information which isn’t necessary and if that surplus data isn’t processed then it might
result in a false outcome. Data preprocessing is obligatory before passing the data to the
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training process. Certain Natural language Tools are brought into play while preprocess-
ing the dataset. Dataset consists of filtering the data following certain important steps
starting with the Tokenization.

5.3 Tokenization

Tokenization is a process of dividing the dataset or Tweets in the form of Tokens. The
dataset extracted from the Twitter API contains slang words, URLs, emojis, mistyped
words, punctuation marks, etc. In this process, slang, URLs, emojis, and punctuation
marks are filtered out to get the desired results as these might result in misconceptions.
Tokenization is followed by stemming.

5.4 Stemming

Stemming is a process of retrenching the texts back to the root type. After scaling back
the words of similar types are clustered together. It is followed by removing the stop
words which might result in unpredicted results.

5.5 Part of Speech Tagger

Parts of Speech Tagger is a software that is used to enhance the quality of the dataset by
categorizing the dataset into a noun, verbs, adjectives, etc. It assigns the parts of speech
to each token in the dataset. For example, I’m very depressed. In this given statement,
very is an adjective, and depressed is a verb.

5.6 Bag of Word

After segregating the dataset and removing all the redundant stuff, the leftover dataset
is preprocessed which is in the lower text format. As the name suggests, similar kind of
words is bagged together depending upon how timely they are used, occurrences, mainly
into positive affirmation and negative affirmation.

5.7 Training and Testing

Training is one of the key steps to training the algorithm. Once the tweets are segregated
into positive and negative tweets. These are fed into an algorithm to make it learn. Based
on this information, models are trained. In the testing process, the evaluation of the best
algorithm can be done based on confusion metrics.

5.8 Flow Chart

In Fig. 2 shown the flow diagram of the proposed model. In the proposed model data
is divided into two parts i.e., the training part and the testing part. So, firstly the data
from the dataset is preprocessed. Then after cleaning the data, it gets split into two parts
training which is 70% of the dataset, and testing which is 30% of the dataset. After
cleaning and splitting the dataset NLP and decision algorithm starts working according
to set parameters which at last gives us the derived/expected output.
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Fig. 2. Flow chart of system.

5.9 Confusion Matrix Diagram

The above confusion matrix shown in Fig. 3 is used to evaluate the result of the proposed
model. The predicted values of the machine learningmodel are compared with the actual
target values. Type I and Type II errors can be analyzed easily using the confusionmatrix.
The four values: true positive, false positive, true negative, and false negative are given
in the matrix.

– True positive: These are the values where the predicted and actual values are the same,
and both are positive.

– True negative: These are the values where the predicted and actual values are the
same, and both are negative.

– False-positive (type I error): The predicted values are predicted falsely. The actual
value is negative, but the model predicts a positive value.

– False-negative (type II error): The predicted values are predicted falsely. The actual
value is positive, but the model predicts a negative value.

Using these four values precisions, recall, error rate, etc. are calculated.

5.10 Entropy

Consider Fig. 4, the entropy of the algorithm gives an idea of the extent of disordered
data item the given set contains. The main objective of the algorithm is to classify the
input into two categories orderly. Let us say that we have got “N” sets of the item, and
these items fall into two categories, and now in order to group the data based on labels,
we introduce the ratio: P = (n/N) and Q = (m/N) = 1 − p. The entropy of our set is
given by the following equation: E = −p log(p)− q log(q).
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Fig. 3. Confusion matrix diagram.

Fig. 4. Entropy.

6 Results

Plumping the efficient and precise algorithm can be predicted with the help of the FI
score. Precision and recall are the two main values on which FI score can be found.
The calculation formula for the FI score is 2×(Recall×Precision)/(Precision+Recall).
The following Table 1 shows the accuracy by comparing techniques proposed in this
paper. The completion time is also a key in determining the best algorithm of all. Hence,
the Decision tree has more completion time as compared to the naïve Bayes classifier
and Random Forest algorithm, but the accuracy is the best among all three. Hence, a
Decision tree is chosen to be the best-suited algorithm.
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Table 1. Accuracy of different machine learning algorithms.

No Name F1 score Accuracy Time of completion

1 Naive Bayes classifier 0.93794066482645 93.79 2.59778 s

2 Random forest algorithm 0.4910381377488 49.10 2.60996 s

3 Decision tree algorithm 0.985566874804587 98.56 3.40457 s

7 Conclusion

Detecting the depression using supervised machine learning algorithms and integrat-
ing it with the web development using Flask has been implemented using Twitter as
the dataset successfully to predict the accurate results. The outcomes of the proposed
model are precise and accurate as compared to the other supervised machine learn-
ing algorithms. Machine learning algorithm has been integrated successfully with web
development to create a working application. Existing methods used Naïve Bayes clas-
sification and support vector machine. But the results achieved through the decision
tree algorithm are more precise and accurate as compared to the rest of the algorithms.
The outcomes predicted through Artificial Intelligence won’t be perfectly accurate like
humans. Misconceptions can be generated due to defects in the dataset errors generated
during data preprocessing. This concept of the proposed model can be implemented on
all the social media platforms which might help to detect depression reduce the risk at
an early stage and might even save lives. In the future, there is a scope of increasing even
more accuracy by using different algorithms and even using a more efficient dataset that
contains less noise.

In the future we can include an additional feature that can test and differentiate
between actual text and jokes, moreover, we can target more precise words by increasing
the efficiency of the model.
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Abstract. The paper is devoted to diagnosing patients with cardiovascular dis-
ease. To determine the disease in medical diagnostics, statistical methods are most
often used Data Mining, which with large amounts of information and complex
relationships can give more accurate estimates, especially with a large number
of similar characteristics. The machine learning model for cardiovascular dis-
ease classification based on AdaBoost method have been developed using Python
programming language. We used dataset of 68783 patients with suspicious of car-
diovascular disease. The results of the simulation show enough accuracy for using
it in Public Health practice. Implementation of information system can increase
diagnosing the cardiovascular disease by medical workers.

Keywords: Machine learning · Classification · Heart disease · Cardiovascular
disease · AdaBoost

1 Introduction

Cardiovascular disease is the leading cause of death worldwide. They kill 17.9 million
people every year [1]. Cardiovascular diseases are a group of diseases of the heart and
blood vessels, which include coronary heart disease, cerebrovascular disease, rheumatic
heart disease, and other pathologies. More than 80% of deaths from cardiovascular
diseases occur as a result of heart attack and stroke and are premature [2].

The generally accepted classification of cardiovascular diseases includes [3]:

– arterial hypertension;
– coronary artery disease;
– acute coronary syndrome;
– non-coronary diseases;
– heart disease;
– heart failure;
– arrhythmia;
– atherosclerosis;
– phlebeurysm.
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The most significant behavioral risk factors for heart disease and stroke are [4]:

– unhealthy food;
– tobacco use;
– alcohol abuse;
– low physical activity.

The consequences of these risk factors are manifested in the form of high blood
pressure, overweight, and obesity, high glucose levels, and high blood lipids. These
factors can be detected early in primary health care and indicate an increased risk of
stroke, heart attack, and other complications associated with cardiovascular disease.

In Ukraine, cardiovascular diseases are the cause of death for 67% of the population
[5]. At the same time, Ukraine is the country No. 1 in Europe and No. 2 in the world in
the ranking of mortality from cardiovascular diseases. This is due to low awareness of
the prevention of cardiovascular diseases and the need for medical supervision for the
early detection of diseases. The most popular disease in Ukraine is arterial hypertension,
which affects about 31% of people in the world [6].

One of the main conditions for preventing premature death from cardiovascular
disease is to identify those at the highest risk of cardiovascular disease and provide them
with appropriate treatment.

In recent years, the digitalization of all spheres of human activity has been widely
developed. This is due to the global COVID-19 pandemic and the direction of the efforts
of scientists around the world to combat it [7]. This area has not bypassed the digitaliza-
tion of healthcare [8]. Thus, information technologies are used for modeling epidemic
processes [9], diagnostics [10], modeling the spread of viruses [11], resource assess-
ment [12], and disease research [13]. For early diagnosis of cardiovascular diseases, it
is also effective to use classification methods, the highest results of which are shown by
machine learning methods.

The study aims to develop a machine learning model for classifying patients with
suspected cardiovascular diseases using the AdaBoost method.

Research is part of a complex, intelligent information system for epidemiological
diagnostics, the concept of which is discussed in [14].

2 Materials and Methods

Boosting is an ensemble approach to machine learning [15]. Based on the reduction
of bias and variance in supervised learning. A weak learning method is defined as a
classifier that is weakly correlated with the correct classification. A strong algorithm is
a classifier that correlates well with the correct classification.

Boosting benefits:

– Various loss functions can be considered. This makes it possible to solve both regres-
sion and classification problems. The ability to choose an arbitrary loss function allows
you to focus on the features of the data in the problem.

– It is possible to consider any family of basic algorithms. This allows you to take into
account the features of the required task and the data used.
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– The method is easy to implement. Therefore, in each variation, it is possible to carry
out mathematical and algorithmic optimizations that will speed up the operation of
the method.

Boosting Disadvantages:

– The method has high computational complexity. It often requires the construction of
hundreds of basic algorithms for composition.

– The method without additional modifications tends to adapt to the data, including
stuffing and errors.

– The boosting method is poorly applicable to building a composition from fairly
complex algorithms.

– The results of boosting are difficult to interpret.

Boosting is also applicable to the classification problem. In the case of binary clas-
sification, this means that Y = {–1, 1}. It is assumed that each algorithm h ∈ H returns
a real degree of membership of an object to some class, and the resulting answer F is
obtained by applying the threshold rule to the composition.

In the case of classification, the loss function of one argument is usually used:

L(y,F) = L(yF). (1)

that is, the indentation is replaced by the product of the real class and the predicted value.
In this case, there is an approach different from gradient boosting. The gradient of the

error functional is understood as the vector of weights of training objects, element-wise
multiplied by the correct values of the classes:

∇Q =
(

δL(yiFm−1)

δFm−1
xi

)N

i=1
=

(
yi

δL(yiFm−1)

δ(yiFm−1)
xi

)N

i=1
= (yiwi)

N
i=1. (2)

where wi = ∂L(yiFm−1)
∂(yiFm−1)

xi.
Then the learning algorithm following the principle of maximizing margins has the

following form:

h(x, am) = argmin
am∈A

N∑
i=1

L(yiwih(xi, am)). (3)

Wi can be viewed in terms of the weights that are given to objects and taken into
account when training each basic algorithm.

The AdaBoost method [16] implies that an exponential loss function is used:

L(y,F) = exp(−yF). (4)

AdaBoost is a classic version of boosting. For it, the main boosting theorem was
proved for the first time with analytically calculated optimal bm at each step. Initially,
AdaBoost considered the composition of h∈H algorithms that return only values from Y
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= {–1,1}6. Subsequently, themethodwas generalized for h∈H returning the probability
of belonging to the class {1}7.

Consider a binary classification problem, where x1, …, xn with comparisons t1, …,
tn, ti ∈ {–1,1}. Let each test case have a weight wi whose initial value is wi = 1/N. Let
there be a procedure that trains some classifier that produces y(x) ∈ {–1,1} on weighted
data. Then we initialize

w(1)
n := 1

N
. (5)

For m = 1...M, we train the ym(x) classifier, which minimizes the error function

Jm =
N∑
n=1

w(m)
n (ym(xn) �= tn). (6)

Let’s calculate the following function

εm =
∑N

n=1 w
(m)
n (ym(xn) �= tn)∑N
n=1 w

(m)
n

. (7)

αm = ln

(
1 − εm

εm

)
. (8)

Calculate new weights

w(m+1)
n = w(m)

n eαm(ym(xn �=tn)). (9)

After training, we get:

YM (x) = sign(
M∑

m=1

αmym(x)). (10)

3 Results

For implementation of the model, we have used open dataset of 68783 patients with
suspicions of cardiovascular disease [17]. The parameters of the dataset is presented in
Table 1.

Distribution by age is shown on Fig. 1. It is observed that quantity of people with
cardiovascular disease is increasing with age. And after 55 years old, the quantity of
people with cardiovascular disease is more than people without.

Distribution by weight and height is presented in Fig. 2.
The data set was divided into objects and objective function. This dataset was

then split for training and testing. Prediction of the assessment of the accuracy of the
condition of a patient with suspected cardiovascular disease was performed using the
AdaBoostClassifier class, located in the Scikit-learn library.
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Table 1. Initial data analysis.

Attribute Scale type Range

Age Metric 30–65

Gender Metric 1, 2

Height Metric 55–250

Weight Metric 11–200

Systolic pressure Metric 60–240

Diastolic pressure Metric 40–190

Cholesterol levels Metric 1–3

Glucose level Metric 1–3

Smoke Metric 0.1

Alcohol Metric 0.1

Physical activity Metric 0.1

Cardio disease Metric 0.1

Fig. 1. Distribution patients by age.

The results for distribution of 40% for training and 60% for testing is presented in
Table 2.
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Table 2. Simulation results (40% – training, 60% – testing).

Precision Recall f1-score Support

0 0.71 0.79 0.74 13937

1 0.75 0.66 0.70 13577

Micro avg 0.73 0.73 0.73 27514

Macro avg 0.73 0.72 0.72 27514

Weighted avg 0.73 0.73 0.72 27514

Fig. 2. Distribution of patients by height and weight.

Table 3. Confusion matrix (40% – training, 60% – testing)

10960 2977

4573 9004

Accuracy for 40% for training and 60% for testing is 0.725.
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Confusionmatrix for distribution of 40% for training and 60% for testing is presented
in Table 3.

The results for distribution of 70% for training and 30% for testing is presented in
Table 4.

Table 4. Simulation results (70% – training, 30% – testing)

Precision Recall f1-score Support

0 0,70 0,79 0,75 24304

1 0,76 0,66 0,71 23845

Micro avg 0,73 0,73 0,73 48149

Macro avg 0,73 0,73 0,73 48149

Weighted avg 0,73 0,73 0,73 48149

Accuracy for 70% for training and 30% for testing is 0.727.
Confusionmatrix for distribution of 70% for training and 30% for testing is presented

in Table 5.

Table 5. Confusion matrix (70% – training, 30% – testing)

19289 5015

8112 15733

4 Conclusion

The problem of classification in medical research is relevant, because. Allows detecting
diseases at early stages. The task is especially relevant for patients with suspected car-
diovascular diseases. When it should be noted that when classifying, the identification
of True Positive and True Negative values is the most significant. In this case, the False
Negative value is much more important than False Positive, because does not allow
timely assistance to those in need. Thus, we can conclude that the classification accu-
racy obtained in the study using the AdaBoost model is sufficient for use in practical
healthcare.
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Abstract. The paper presents the formulation and implementation of the prob-
lem of finding a rational external geometry of a retaining wall. The purpose of the
research is to formulate and test the mathematical model of the specified prob-
lem. In this connection, the working hypothesis is the assumption of accepting
the criteria for rationalizing the system in the form of requirements for minimiz-
ing the potential strain energy of system (PSE) on the set of allowable values
of variable parameters and equalizing the potential strain energy density (PSED)
within the designated model. These criteria are an integral structural part of the
bioenergetic optimization method, however, this paper considers the problem of
improving external (geometric) parameters based on the exploitation of only the
1st criterion. In the framework of the exploitation of the Coulomb theory, the pro-
cedure of formation of the geometry of the structure is defined when the pressure
of the ground on it is applied. The simplest example is the algorithm for solving
the problem of finding rational geometry of the rear face of a subsurface wall
with its given horizontal projection. The essence of the proposed approach is the
approximation of the curvilinear forming the rear face of the subsurface wall by a
broken line. For each section of the divided structure key dependencies are built
for the components of the stress-deformed state of the structure. It is shown that
for given soil characteristics, the value of the potential energy of deformation of
the system can be described through a combination of the slope angles of each
of the sections. The problem is reduced to finding a combination of these angles
in which the entered criterion takes the minimum (exact lower bound) value. The
conclusion about the representativeness of the obtained solution is made on the
basis of the compiled alternative information model. The implementation of the
approach is illustrated by a numerical example. The results obtained can be applied
in the search for a rational geometry of a retaining wall in the process of building
design.

Keywords: Potential strain energy · Surface shape · Lateral pressure ·
Bioenergy optimization

1 Introduction

Structural elements of buildings and structures that perceive lateral load from a loose
material are those in which the magnitude and nature of the load are directly related
to the configuration of the component that perceives the load. The generally accepted
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theory of non-connected bulk pressure on the side surface, in particular the soil on the
retaining walls, is the Coulomb theory [1]. According to this theory, the bulk pressure
on the lateral surface is directly related to the coefficient of lateral pressure λ, which
in turn depends on the geometrical parameters of the system (the internal friction angle
of the bulk, the angle of inclination of the wall to the vertical, the seismic angle, the
inclination of the filling, etc.) [2, 3].

A lot of modern scientific research is devoted to the issues of optimizing the parame-
ters of cantilever retaining walls. As a rule, the authors describe the design of a retaining
wall by a set of geometric or physical parameters, followed by a search for their rational
combination. So, the authors of [4] Mergos and Mantoglou applied the Flower pollina-
tion algorithm (FPA) to find the minimum cost of a retaining wall structure by varying
the 6 geometric parameters of the system. Bekdas and Temur [5] described the design
of the cantilever retaining wall with 5 geometric and 6 physical parameters, and using
the Teaching Learning-Based Optimization (TLBO) method, determined the minimum
weight of the structure. Papers [6, 7] used the Harmony search algorithm (HAS) to find
the minimum cost of a cantilever retaining wall, while the structure was described by 6
geometric parameters. Kaveh et al. considered the formulation of the problem of find-
ing the minimum cost of a retaining wall using the Dolphin Echolocation Optimization
(DEO) algorithm, describing the design by 7 geometric parameters [8, 9]. The paper [10]
compares the Evolutionary strategy (ES), Differential evolution (DE) and Biogeography
based optimization algorithm (BBO) algorithms as applied to the problem of finding the
optimal parameters of a cantilever retaining wall, which is described by 8 geometric
and 12 physical parameters. The above list is a small part of modern research devoted
to optimizing the parameters of retaining walls [11]. It is noted that in all the works
mentioned above, the design of the cantilever retaining wall was described by a finite
number of parameters, and the minimum weight or cost of the structure was taken as the
objective function.

The approach proposed in this paper differs in a key way from the known formu-
lations. As a result of setting and solving the problem in the proposed interpretation,
we determine the image of a rational construction. In this case, the number of variable
parameters is changed within 100. In general, their exact value is set in accordance
with the algorithm during the calculation, depending on the rate of convergence of the
method.

It is known that the relationship between the lateral static pressure of a loose surface
and the curvature of a wall that perceives this pressure can be written as a 4th degree
polynomial [12]. According to the developed procedure, the lateral pressure epiur of
free-flowing is determined and by solving the equation the inclination angles of the
tangent to the curve providing the specified pressure epourse are determined [13]. Thus,
the magnitude and nature of the pressure depend on the curvature of the surface, and
vice versa (bielement “retaining wall – soil”). At the same time, each formed retaining
wall configuration has a unique lateral pressure distribution inherent only to it, and,
consequently, an exclusive distribution of internal forces. If to the bielement “retaining
wall – soil” add a restriction, for example, in the form of a constant value of horizontal
projection of a wall or to limit maximum movements, it is possible to find a shape of
it that will predetermine the minimum accepted criterion. The above provides a basis
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for setting and solving the problem of controlling the geometric and/or physical and
mechanical parameters of the system. In this paper, an attempt is made to introduce a
single criterion that reflects the minimization of the potential energy of deformation of
a bielement under given conditions of its support. This approach, among other things,
involves the evaluation of a number of traditional attributes that often act as optimization
criteria for particular problems (material volume, cost, stiffness, vibration frequencies,
etc.) [14, 15].

2 Mathematical Model

In view of the above, an approximate method for searching for a rational surface of
a retaining wall is proposed. The essence of the method is as follows. Considered the
problem of direct design of a retaining wall. The external geometry of the structure
is to be determined. Given that, as a rule, retaining walls are long constructions, their
stress-strain state corresponds to a flat deformed state (flat deformation) and the model is
considered in the formof a conventional flat curved rod (hereinafter – the rod). The size of
the bar in a direction perpendicular to the plane of the drawing shall be taken to be equal
to one. The solution is sought by Bionico-Energy (BEO) method [16]. Deformation is
considered elastic. Visualization of the problem model is presented in Fig. 1. The initial
data here are the vertical (Ly) and horizontal (Lx) generatrix projections oof the axes
of the flat Cartesian coordinate system and soil parameters providing maximum lateral
pressure q(y) (in the form of the weight γ and the angle of internal friction of the soil ϕ).

Fig. 1. Towards a problem model.

In the case of constancy of the rigidity of the rod according to its generatrix (arcs),
the BEO method in use shall take as a criterion the minimization of the potential strain
energy (PSE) of the system. In this case we have:
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U =
l∫

0

M 2(s)

2EI
ds +

l∫

0

N 2(s)

2EA
ds +

l∫

0

αQ2(s)

2GA
ds → inf , (1)

where E, G are deformation modules of the 1st and 2nd rod material, respectively; A, I
is the area and moment of inertia of the rod; M(s), N(s), Q(s) are the bending moment,
longitudinal and transverse forces; α is a coefficient depending on the shape of the
cross-section; ds is the arc differential.

In the event of a permanent stiffness:

U = 1

2EI

l∫

0

M 2(s)ds + 1

2EA

l∫

0

N 2(s)ds + α

2GA

l∫

0

Q2(s)ds → inf . (2)

Thus, hypotheses and assumptions are accepted in the following form:

– there are no cohesive forces between the particles in the soil;
– the configuration of the retaining wall is considered within the given vertical and
horizontal projections of the system (Lx = B; Ly = H – initial data);

– the angle of inclination of the retaining wall to the backfill cannot be less than the
angle of internal friction of the soil (α ≥ ϕ);

– the problem is considered as a plane deformation.

Problem (1)–(2) in combination with the specified constraints (Lx = const; Ly =
const) is a classical problem of variational calculus. At the same time, it is considered
expedient to abandon the formation of the Euler-Lagrange equation by implementing a
numerical solution of the problem.

3 Analytical Expression of the System PSE

For the determination of the PSE of a system (2), as noted above, a bi-aggregate is
considered, consisting of a retaining wall and the soil acting on it. Accordingly, the
following sequence of action is established:

1. The retaining wall is taken as a curvilinear cantilever rod which is rigidly fixed in
the base. The wall is divided into n equal in height linear sections. The projection of
the height of each of them on the vertical axis is h (Fig. 2).

2. The numbering of sections i starts at the base: bottom section i = 1, top section i =
n.

3. Each section has its unique inclination αi, which is in the range αi [ϕ 90°]. Then the
horizontal projection of each area bi is:

bi = h/tg(αi). (3)
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Fig. 2. Approximation of the configuration of the rod and the epirus of loading by the linear
function.

4. Length of each section li:

li = h/sin(αi). (4)

5. The distributed pressure at the base and vertices of each of the areas qi,1 and qi,2
respectively are defined by:

qi,1 = (H − h × i) × γ × K, (5)

qi,2 = [H − h(i − 1)] × γ × K, (6)

K = [tg(45◦ − (
ϕ + ϕi + 270◦

2
) + tg(αi + 270◦)]2cos(αi + 270◦). (7)

6. The distributed soil pressure in the zone of each j-th section is replaced by the
resultant force (Fig. 3). The resultant forces are applied at the center of gravity of
the j-th trapezoid, and are determined by the expression:

Qj = qi,1 + qi,2
2

× h, (8)

where the meaning of local coordinate systems and the values of qi,1 and qi,2 follow
from Fig. 2.
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7. The coordinates of the point of application of the concentrated force Oi relative to
the local coordinate system are defined by:

h0,i = h × m, (9)

b0,i = h0,i/tg(αi), (10)

Fig. 3. Alignment of distributed load to concentrated forces.

m = 2qi,1 + qi,2
3
(
qi,1 + qi,2

) . (11)

Length of each section:

l0,i = h/sin(αi). (12)

8. The bending moment epirus from the action of the j-th force will have the view
represented in the Fig. 4. The bending moment Mi,j at the base of the i-th section
(point Di) of the j-th force is defined as:

Mi,j = Qj × hi,j, (13)

where hi,j is the height from the base of the i-th section (Di) to the j-th force vector
(Fig. 3), defined by the expression:

hi,j = h × (j − i) + h0,j. (14)
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9. Taking into account the pronounced nature of the stress-strain state, the expression
for the estimated energy U (2) can be simplified and presented as:

U = 1

2

l∫

0

M

EI

2

dx. (15)

This position is justified by the small contribution of partial PSE values to (2)
the longitudinal and transverse forces compared to the moment.

Fig. 4. Construction of the curve moments of the system.

10. Further, it is assumed that the PSE of the systemU is equal to the sum of the private
PSE Uj,tot from the action of each of the forces in areas from 1 to n:

U = 1

EI

n∑
1

Uj,tot . (16)

11. The integral (15) is computed numerically by the formula of trapezoids:

Uj,tot = Uj +
j−1∑
1

Ui, (17)

where

Ui =
(M 2

i,j + M 2
i+1,j +

√
M 2

(i,j) × M 2
(i+1,j)) × li

3
, (18)
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Uj = M 2
j,j × lo,j

3
. (19)

The final task is formulated as follows. Find a combination of αi, (external
parameters) angles in which the PSE of the system (19) takes the minimum value:

U (αi) → inf . (20)

4 Numerical Implementation of the Proposed Method

Within the proposed approach, the add-on “Finding a Solution” is used, anExcel function
used for optimizing parameters [17]. The add-on allows tofind aminimum target function
using a generalized method of a given gradient. The data entered into the program are
divided into 4 types:

– constants: source information (attributes of the system: characteristics of a loose
medium ϕ, γ , height of system H, number of partition sections, n);

– variable cells: variable (combinations of slope angles of sections αi);
– target function: the result for which the optimal values of the cells to be changed are
selected (deformation energy, U);

– constraints: conditions to be taken into account when optimizing the target function
(horizontal projection limitation B).

The following sequence of actions is used for this approach:

1. Input of the task input: ϕ, γ , H, n.
2. Set arbitrary inclination angles αi, with limitations: αi [ϕ; 90°]; B = const.
3. Calculations are made using formulae (3) to (19) that determine the PSE of the

system.
4. Pp. 2–3 are repeated for other inclination angles as long as the currentU value differs

by some small value from the previous one:

|U (k+1) − U (k)| ≤ δ. (21)

The value of U(k+1) is selected as the minimum value and the corresponding com-
bination of αi values is written. The default accuracy of the calculation is δ =
0.000001.

5. The retaining wall profile is being built.

The application of the Excel “Finding a Solution” option to the solution of the
proposed problem makes it possible to determine the optimum topology of retaining
walls at random source data. In Fig. 5 shown the resulting configuration of retaining
walls for different partitioning grids.
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Fig. 5. Configurations of generators according to the number of partition plots.

When a partition mesh is tightened, the growth becomes smoother, the system’s PSE
indicator is progressively revealed, which, in general, manifests itself in the convergence
of achieving a solution to the problem. The variation in the soil weight of the soft γ does
not affect the configuration of the subsurface wall that minimizes the PSE of the system.
However, the optimal configuration depends directly on the internal friction angle of the
loose ϕ as shown in Fig. 6.

Fig. 6. Configurations of forming according to the accepted angle of internal friction of loose ϕ.
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5 Numerical Verification of the Theoretical Results

In order to evaluate the topology of the retaining wall realized as a result of the proposed
public observation, the BEOdesign blockmethodwas used. In this connection, a number
of configurations of the generatrix of the retainingwallwith a fairlywide rangeof changes
in its geometry are considered. Next, the implementation of the finite element modeling
of the compared structures with the determination of the PSE value collected during
their deformation.

The “Lyra 10.8” is chosen as a software complex, the distinguishing feature of which
compared to analogues is a tab on calculation of the PSE of the system [18]. As part of
the analysis, the resulting configuration was compared with 5 similar systems that were
built under the same restrictions, but with a difference in the shape of the generatrix
(Fig. 7). The specified finite element models are shown in Fig. 8. All systems are a rigid
fixed at the base. Initial data – geometrical restrictions (Lx = const; Ly = const) and
characteristics of soil for each system are assumed to be the same.

As a result of the calculation, the PSEwas determined for each of the above schemes,
the displacement of the top of thewall, as well as themain frequency of natural vibrations
(Table 1, Fig. 9).

Fig. 7. Surface configurations (profiles) to be investigated.

Fig. 8. FE models of the surfaces under consideration.



Retaining Wall Surface Optimization 125

Fig. 9. Movements of the system in the direction of application of the load.

Table 1. Results of calculations.

Schematic number

1 2 3 4 5 6

PSE system, relative units 1.771 2.542 2.721 2.682 7.460 5.923

Maximum movements, mm 10.63 13.03 13.73 12.38 26.33 20.99

Frequency of natural oscillations, Hz 1.771 2.542 2.721 2.682 7.460 5.923

As can be seen from the information in Table 1, scheme 1, the geometry used,
obtained by using the proposed use, the minimum PSE of the system. At the same
time, this scheme is characterized by the minimum value of the maximum deflection
compared to the rest, as well as the minimum frequency of the fundamental tone of
natural oscillations. The information provided proves the correctness of the proposed
recognition and the representativeness of the criterion for minimizing the PSE system
adopted in the work.



126 V. Babaiev et al.

6 Conclusion

On the basis of the BEO method, the problem of finding a rational external geometry of
the “retaining wall - soil” bielement was formulated and solved. The scientific novelty
of the work lies in the formulation and solution of the problem of finding the rational
geometry of the logical constructive bielement “retaining wall - soil” based on the intro-
duction of a single generalized control criterion. The practical significance of the work
lies in the possibility of using its results in the design of structural elements with prede-
termined positive properties. The scientific hypothesis of the statement is confirmed by
comparing the obtained solution with the results found by alternative, well-tested meth-
ods. The numerical implementation of the problem confirms the fact that the formed
solution, according to the SEM minimization criterion (U = 1.771 r.u.), corresponds to
an element with a minimum deflection (f = 10.63 mm) and a minimum frequency of
the fundamental tone of natural vibrations (ωo = 0.328 Hz). In conjunction with the
possible variation of the stiffness characteristics of the structure, it is permissible to cor-
rectly “adjust” the system to specific terrain conditions. In further studies, it is of interest
to consider various complicating factors as applied to this problem. We should include
other types of structural support, anchoring, multi-layer backfill soil mass, complication
of the internal geometry of the structure.
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Abstract. This Blockchain technology is one of the most promising new tech-
nologies, having the potential to digitally transform a wide range of systems for
better security, autonomy, transparency, auditability, speed, cost savings, and effi-
ciency. These capabilities make blockchain the optimal solution to combat cor-
ruption, the issue plaguing society from within. The paper proposes a blockchain
model capable of handling finances in any organization by adapting to its financial
structure. It has the ability that it can be tailored by the organization on-demand as
the organization’s structure modifies from the addition of employees or projects
under it. Rather than storing entire data on-chain, the blockchain model stores
most of the data, that are constantly being updated and created, off-chain and feed
them to the blockchain using Chainlink External API. This helps in making the
implemented solution scalable and efficient in use for real-life applications.

Keywords: Blockchain · Chainlink · Corruption · Ethereum

1 Introduction

Corruption is defined as the misuse of entrusted power for personal benefit. Corrup-
tion stifles economic development, diminishes confidence, and exacerbates inequality,
poverty, social division, and environmental calamity. Only by understanding how corrup-
tion works and the processes that enable it we can expose it and hold corrupt individuals
accountable. Corruption works as an ineffective tax on the company, rising production
costs, and decreasing investment profitability. It goes on to say that corruption weakens
a country’s tax system and revenue collecting capabilities, as well as having an impact
on enterprises’ growth, productivity, investment patterns, and efficiency [1].

In the fight against government corruption, blockchain has the potential to play a
unique role. A blockchain is a distributed database where it gets shared with computer
network nodes. The blockchain’s unique feature is that it maintains data record integrity
and security while also building confidence without the need for a trusted third party [2].
Its technology integrates permanent, tamper-evident record-keeping, real-time transac-
tion transparency and auditability, and automated smart contract capabilities into a single
solution. To be sure, blockchain won’t be able to prevent all crimes or defeat bad actors
on its own. While blockchain can enhance and strengthen existing legal frameworks
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and social institutions, the system it is a part of limits its usefulness. Blockchain-based
governance may be no more successful at avoiding corruption than present rules and
regulations without consistent law enforcement, proper informational inputs, suitable
technological know-how, cooperating political elites, and public goodwill [3].

The proposed model is a customizable, adaptive, and robust blockchain solution that
allows organizations to define their structure while also assigning authority to entities
(e.g., employees). These entities aid in handling transactions among users according
to imposed rules and create a scalable solution that can handle large amounts of data
generated by each organization in the system. The proposed model, which is based on
the blockchain paradigm, may be used by any organization, regardless of its structure.

2 Literature Review

Ray and Abdul Rashid Ibrahim Sanka suggested a paradigm for investigating corruption
in developing countries [4], using Nigeria as a case study. They proposed a blockchain
architecture to combat public-funds embezzlement, which is the most common form
of corruption. They also presented a blockchain architecture and consensus system that
would be appropriate for the framework. With the help of this proposed model, all gov-
ernment transactions were simultaneously logged on the blockchain, which is shared
by anti-corruption agencies, police, judiciaries, and other associated offices. Edimara
Luciano et al. conducted a thorough investigation by first identifying all potential seg-
ments where corruption exists [5], and then analyzing which segments can be improved
using blockchain technology, thereby mitigating corruption in the segments discovered
during the investigation. The purpose of the proposedmodel was to see how a blockchain
might help reduce corruption risks in the Brazilian setting. Hasna El Alaoui El Abdal-
laou et al. developed a digital architecture for the development of a tool for mapping
corrupt activities based on the principles of crowdsourcing, blockchain technology, and
smart contracts in [6]. They created an application that gathers, aggregates, displays, and
securely saves the reported data on a blockchain-based limited-access ledger. This article
focuses on questionable transactions that can be reported to authorities after receiving
official confirmation. The suggested model aimed to make data exchange and protection
easier, to assure traceability, to achieve complete transparency, to give every person a
digital identity, and to map corruption. Using this model reporters would then be able to
track and monitor the government’s response to actions taken via the application.

The study in paper [7] addresses the uses of blockchain technology as a tool for
combating corruption and identifies the obstacles that must be overcome. The paper
also mentions that how blockchain technology helps food security, supply-chain man-
agement, voting systems, property and real estate management, international trade, and
so on. When it comes to security, trust, and integrity, these segments encounter several
issues. According to the paper, some of the challenges faced for implementation of tech-
nology are Data governance and security, Incumbents’ resistance. In [8] Luciano Floridi
et al. from Oxford University have introduced the study of how centralized governments
are compromised, as well as the approaches and obstacles that blockchain technology
will face in resolving the problem. [9] Discusses some of themost common public-sector
scams and recommends using smart contracts to automate the bidding process, supplier
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qualification, and delivery verification stages of a public-sector procurement method.
[11] proposed a model integrating an interactive website with emerging technologies
like machine learning.

Matthew Davis et al. proposed a study on how blockchain can tackle the corrup-
tive practices of multinational enterprises in emerging markets [10]. The paper outlines
two technologies (public and private blockchain) that may be deployed and utilized to
normalize market misconduct using blockchain networks. MNEs might employ either
public or private blockchain solutions, depending on the network’s requirements and
design. However, as previously stated, there are trade-offs for each, best characterized
by the so-called Blockchain trilemma. Most public blockchains emphasize security
and stability through widespread decentralization and employ incentive mechanisms
to encourage people to join. Because so many nodes must agree, the network’s per-
formance (transaction throughput) suffers, and scalability suffers as a result (ability to
support concurrent users). Private blockchains do not require broad decentralization to
safeguard their network since only chosen few have the authority to interact with the
ledger. As a result, they tend to offer better speed and scalability, and they do not require
their participants to secure the network through reward tokens. The paper concludes that
governments’ adoption of blockchain technology is contingent on political will (e.g.,
based on economic forecasts that promise significant economic returns in terms of addi-
tional financial resources, a larger tax base, and increased productivity that contributes to
society’s welfare) and a digital infrastructure. Harmonization of technological standards
for blockchain is a key problem that may necessitate not just favorable legislation but
also broad participation from powerful firms, professional groups, and other industry
organizations.Whenmany industrial players are engaged, blockchain-based governance
may not be limited to isolated islands in the sector that can be easily avoided, resulting
in a zero-net effect on societal corruption. As a result, blockchain installation necessi-
tates a deliberate effort in which all stakeholders agree to the gradual use of blockchain
technology.

In [3] case study by Per Aarvik covers some important things about blockchain
technology and how it can be an anti-corruption tool. The study goes over real-world
instances of blockchain implementation, such as Georgia’s Land Registration Rights,
India’s Aadhaar Card, Estonia’s X-Road, and so on. This study does not go into the future
of blockchain, but based on their research and knowledge, they believe that blockchain
will be in high demand in the future and will be able to effectively combat corruption.
Blockchain features protocols and standards that govern the legal assertions and authority
that must be present in the network, ensuring that no illegitimate nodes are added. It is
becoming increasingly harder to break through secure networks due to the usage of
powerful encryption technologies such as SHA-256 hashing. According to this study,
the obstacles that blockchain technology faces include increasing power usage and costs
for network transactions. However, because many firms are working on blockchain,
answers to these difficulties will ultimately emerge.

The work [12] examines prominent blockchain systems and conducts a comprehen-
sive analysis of the security risks to the blockchain, as well as a survey of the correspond-
ing genuine assaults. Kelsie Nabben explains blockchains as a sociotechnical construct
in [13], and she analyses the many types of blockchains as well as the common security
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guarantees that blockchains provide. Then, for both public and private blockchains, it
takes a sociotechnical security approach, defining blockchain security as people security
(Applying Socio-Technical Security to Blockchains Section). The article [14] looks at
how blockchain technology is developing and how it might impact a variety of indus-
tries, including supply chain management, the Internet of Things (IoT), healthcare, gov-
ernance, banking, and manufacturing. By reviewing the study through comprehensive
literature analysis, also explores and gives insights into the security challenges and dan-
gers linked to blockchain deployments. The paper [15] reviews peer-reviewed literature
that tries to leverage blockchain for cyber security aims and provides a comprehensive
overview of the most extensively used blockchain security applications.

3 Objectives

Objectives of the work are to monitor each transaction of each node in the system,
develop a customizable blockchain solution that gives the organization the ability to
define its structure along with assigning authority to entities (e.g., employees) which
helps in handling the transactions among the users as per imposed rules and make a
scalable solution that is capable of handling large amounts of data generated by each
organization in the system.

4 Implementation

For the implementation of the adaptive blockchain solution, a prototype is made using
Chainlink API and Ethereum blockchain in the backend.

4.1 Front End

The front end has been created using React.js. Login/Sign-up, addition/deletion of
users/nodes in the organizational structure and request for a (blockchain) transaction
are the 3 major operations that users can do from the front end. Users will also be
allowed to check transaction history.

4.2 Off-Chain Database

An off-chain database takes care of handling most of the user’s data, e.g., public key,
authority level, organization details, and some personal details. Storing major data off-
chain helps us reduce the storage required on blockchain and hence reduce the gas-cost
users might have had to pay for basic requests.

4.3 Ethereum Blockchain

The smart contracts deployed on Ethereum handle all the transactions among the users.
They take care of the entire authentication and validation, following a set of rules for
the transaction.
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4.4 Chainlink External API

The chainlink API acts as a mediator between the Off-chain database and the hybrid
smart contract on the blockchain.

4.5 Adaptive/Customizable Nature of Mode

The Organization has its structure and follows its hierarchy. The proposed model is
customized based on the organization’s hierarchical structure (Fig. 1). This is explained
with the help of an example.

Fig. 1. Hierarchical structure of an organization.

Consider Fig. 1, it defines the hierarchical structure of the Organization and its
System. Each Entity in the structure is treated as Node in the diagram (Fig. 2). The
end-user/employee of the Organization is the end/leaf node denoted in the circle. The
Project Node is the End/Leaf Node when a project is created and after completion of the
project, it is considered as the Terminated Node.

Each node has its own number/Authority/ID. The node at the higher depth has a
higher ID in magnitude and lesser authority. For example, Organization Node is the
root node at Depth 1 and has ID 1, while End Node is the leaf node at Depth 3 (MAX
DEPTH) and has ID 3 (MAX ID). The different terminologies mentioned in Fig. 1 are:
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– Organization. The root node with the highest priority. It has all the rights such as
adding new nodes, terminating existing nodes, sending tokens/transactions, updating
IDs of other nodes, etc. The ID of this node is always 1. And this node can never be
terminated.

– Finance Manager/Department. This node is responsible for sending token amounts
to all nodes present below its depth. It handles all the transactions inside the
organization. The ID of this node will always be greater than or equal to 2.

– End Node. This node is the leaf node (can be treated as end-user). This node gets the
token amount from nodes present above its depth. The responsibility of this node is to
work on the actual tasks. The ID of the end node is the highest in magnitude among
all the present nodes in the hierarchy.

– Terminated Node. This node is the dead node having Fixed ID 0. Any node can
be terminated except the organization itself. The terminated node has no further
responsibilities associated with it.

– Project Node. The project node is the temporary node. This node is created when
a new project is taken by the organization and after completion of the project, it is
terminated. This node is treated as an end node in the main hierarchy, but it may have
its sub-hierarchy as mentioned in Fig. 1.

Fig. 2. Different states of organization’s structure.

In Fig. 1. Shown default organizational hierarchy. But different organizations
have different structures. The blockchain model proposed is customizable concerning
organizational structure. Figure 3 illustrates this point.

The smart contracts written in the back end of the model are adaptive to this behav-
ior of the organizational structure. So, it will not break the network of the different
departments/nodes of the hierarchy.
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Fig. 3. Proposed adaptive blockchain model/solution.

5 Design and Methodology

5.1 Changing Organization Structure

If a new user needs to be added into the system or the user authority needs to be updated,
then it is done as follow.

The employee’s public key taken and mapped to the organization. The employee is
also assigned an authority level as part of the organization. The employee details are
stored in the off-chain database. The structure of the organization transforms based on the
employee’s authority. A similar process is followedwhen an organization wants to create
a new project or a new contract (e.g., Government contracts to build infrastructure). The
updated structure diagram of the organization can be seen in the above diagram. In the
following way, the structure of the organization can be changed as per the requirements
without affecting the financial management of the organization. A similar process is
followed by the organization in case a new project or a new contract (e.g., Govt. Contract
to build infrastructure) has been given to the company. The project acts as a new node,
part of the organization, with authority level 2. The tokens are sent to the wallet of the
project and the manager appointed for the project handles the transactions to be done for
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managing the project. In thismanner, all the transactions associatedwith the organization
are being managed by the blockchain model.

5.2 Handling User Transaction

The blockchain solution follows the following algorithm for handling transactions
between two nodes:

1. Take the amount to be transferred to the receiver as an input. Send request via
chainlink external API to off-chain data (userBalance and authorityLevel).

2. Pre-transaction verification:

– Check if the user is part of the system(organization).
– The amount to be sent should be greater than 0.
– Check if the sender’s tokenBalance >= amount to be transferred.
– Check if the sender’s authority is greater than the receiver’s authority.
– Check if the senderAllowance >= TokenAmount.

Send the tokenAmount from the sender’s wallet to the receiver’s wallet. Transaction
complete.

6 Experimentation

A prototype is required to experiment feasibility of the proposed model and see what the
model is going to be capable of doing and further discuss security aspects of it. Themodel
promises an adaptive blockchain solution for keeping transaction records on blockchain
and tackling large data processing problems generated by organizations by keeping those
data off-chain and feeding them to the blockchain smart contract which keeps a record
of the transactions. Data like users’ identities, organizations’ structure information, and
projects information are kept off-chain because they are being created, updated, and
removed continuously and requires a flexible storage platform to store, on the other
hand, each transaction made by anyone in the system is checked by blockchain for
identification of the transaction signer and off-chain data which is feed to the blockchain
from off-chain data. As a result, this makes the model adaptive to an organization’s
structure and can record all transactions happening inside it.

Organizations and individuals can create and storing their identity information in
the system which will allow the organizations to create their customized structure and
add individuals/employees to the structure and give them a certain level of authority
for making transactions on behalf of the organization as it is shown in Fig. 4. That the
organization has changed (user3) role from terminated to an employee. Additionally,
organizations can create projects which have their structure that can be customized by
the organization. The functionality of adding people to the organization’s structure and
updating their status and making the blockchain work with the data provided by off-
chain which provides the flexibility makes the model adaptive to the ever-changing data
of the organization and at the same time handle it in a robust way.
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Fig. 4. Organization’s activity – update existing user node in structure.

7 Results

The adaptiveness of the proposed blockchain model/solution has been verified with the
help of sample token transactions. Considering the two transactions given in Fig. 5 and
Fig. 6., it has been shown that the blockchain solution is giving expected results and
successfully following the defined instructions for adaptive nature. The Fig. 6a. Shows
that the amount is going to be transferred from Finance Manager (user1) to Employee
(user2) present within Organization’s Structure. As per the authority mapping shown
in Fig. 1, the Chainlink API/External Adapter gives back the JSON formatted data as
output (shown in Fig. 5b. The red box). The data provided fromChainlinkAPI (Fig. 5(b))
states that senderAuthorityID is 2, receiverAuthorityID is 3 (refer Fig. 1), and both the
authorities are in the system (allInSystem: 1, 1 stand for TRUE). Since ID 2 is less than
ID 3 in magnitude, and both the sender and receiver belong to the organization, the
transaction happening is valid. Therefore, the transactionof1PLT token/amount is done
along with 0.4PLT token as a Gas Fee (shown in the red-colored box in Fig. 5c).

Now, the Employee (user2) has been terminated by the Organization (shown in
Fig. 6a). So, the ID of the Employee has been changed from 3 to 0 (refer Fig. 1.). The
transaction does not happen as receiverAuthority is Terminated. Hence, only the Gas Fee
has been deducted (Fig. 6c) and the transaction is treated as an invalid transaction. The
results show that the blockchainmodel is robust and can work without any system breaks
after changes happen in the organization. The model monitors each financial transaction
with the organization and solves the problem of unauthorized transactions happening in
the organization.
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Fig. 5. A valid transaction in the proposed
adaptive blockchain model/solution.

Fig. 6. An invalid transaction in the proposed
adaptive blockchain model/solution.

8 Limitations

Single Point of Failure. The off-chain database is a vital part of the proposed model to
make the blockchain behave adaptively, be permissioned, and provide identity to every
participant (e.g., organizations, employees) but all of that doesn’t come without a cost. It
makes the blockchain rely on a centralized database for any transaction that will be done
by the system. In case the connection to the off-chain database is lost, all transactions
among the nodes will halt. Validation of authority and authentication of employees,
organizations, etc. depends on off-chain data. Hence, the model has the drawback of a
single point of failure.

9 Conclusion

The Blockchain model was proposed to aid organizations in their financial needs by
monitoring its flow and allowing administrators to control it as per specified rules,
hence fighting corruption in the organization. The prepared prototype based on the
blockchain model is capable of being applied to every organization irrespective of its
structure. The prototype showcases great potential in terms of financial applications and
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is scalable as per the organization’s demands and proves the worthiness of the proposed
blockchain model. The future scope is to develop an adaptive tokenomics standard that
every company can use to introduce and issue a new token that can be recognized only by
that company (its lifecycle starts and ends within the company). That means that every
organization can use its customized tokens. It will help the company use blockchain
without worrying about adopting the usual Ethereum token standards that may or may
not be suited for their company.
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Abstract. The paper deals with the design of methodological backgrounds for
the study of time-delayed piecewise-linear dynamical systems. These backgrounds
allow us to define dynamical system responses to the internal and external distur-
bances in an analytical way. We define these responses as the piecewise functions
of relative system operation time which is used by us to simplify the system
model. According to the well-known method of solution of time-delayed differ-
ential equations, we split all operation time into equal slices, which are specified
by the value of time delay. Due to operating with piecewise-linear right-hand
expression in the differential equation, we split each slice into several stages if the
output variable in the previous slice reaches the fracture point. Contrary to known
methods of analytical solution of time-delayed differential equations the proposed
one makes it possible to determine system motions as a function of time delay
value and times where piecewise function is fractured. We formalize our approach
and propose the algorithm to determine the considered system motions. We use
this algorithm to study the Mackey-Glass equation with the constant parameters
and piecewise-linear function in the right-hand expression. A comparison of the
analytical and numerical solutions of this equation shows that the error does not
exceed a step of numerical integration and gives us the possibility to claim the
correctness of given formulas. Analysis of our formulas shows that the equation
of the modified Mackey-Glass system can be solved analytically in advance and
thus its motion can be predicted. This fact requires to use of chaotic systems with
piecewise nonlinearity with big caution.

Keywords: Dynamical system · Time-delay system · Piecewise-linear function ·
Analytical solution

1 Introduction

The piecewise-linear dynamical systems [1, 2], are often used in the modern theory of
dynamical systems [3, 4]. One can explain the huge interest in these systems [5], on the
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one hand by the simplicity of their technical implementations [6, 7] while systems are
being designed and from another hand by the unique features of these systems [8, 9]. For
example, a saturation function, which is used in the control systems to prevent plants
or processes from damaging, bounds control energy flows [10]. One can find the use of
piecewise-linear functions as the membership functions in fuzzy [11, 12] and neuro [13]
applications to make intellectual decisions.

In some applications piecewise-linear functions dramatically changes operation
modes of dynamical systems. That is why they found their applications in the control
[14, 15], energy [16, 17], and communication [18] systems. The various chaotic systems
are used to improve the security of the last ones, the Chua [19], and Mackey-Glass [20,
21] systems are among them.

Themain requirement for chaotic systems is producing unpredictable motions. Since
the systems which are described with piecewise-linear function on some stages of their
motions can be specified by linear expressions the problem to study their secured features
is the important one.

For the classical nonlinear Mackey-Glass system this problem is solved by using
different iterative [22, 23] and intellectual methods [24, 25] we offer to use the exact
mathematical methods to study themodifiedMackey-Glass system, which is determined
by using piece-wise linear functions.

Our paper is organized as follows: at first, we performmodeling of theMackey-Glass
system, thenwe give the general analytical solution for the time-delayed piecewise-linear
differential equation on an example of the Mackey-Glass equation, at third a solution
for the specific example is given, at last, we make conclusions.

2 Method

2.1 Mackey-Glass System Modeling

It is a well-known fact that chaotic oscillations occur in the systems which dynamics
are described by the time-delayed first-order differential equations. The one of the most
studied chaotic systems from the systems of this class is Mackey-Glass system

dy

dt
= −γ y + β

yτ

1 + ynτ
, (1)

where γ and β are some coefficients, y is an output variable and yτ means that the output
variable is delayed for τ seconds, n is some exponent index.

The continuous nonlinear function in the second summand can be replaced with a
piecewise-linear function and motion of dynamical system (1) is described in such a
way

dy

dt
= −γ y +

⎧
⎨

⎩

c11yτ + c10 if 0 ≤ yτ < ys1;
c21yτ + c20 if ys1 ≤ yτ < ys2;
0 otherwise,

(2)

here cij are approximation coefficients.
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We call (2) as themodifiedMackey-Glass system andwe offer to simplify it by trans-
forming into another time domain, where the time is interrelated with the conventional
time by following expression [26]

T = γ t, dT = γ dt, τγ = γ t. (3)

We call T as a relative time.
In the new time domain (2) takes the form

dy

dT
= −y +

⎧
⎨

⎩

d11yτγ + d10 if 0 ≤ yτγ < ys1;
d21yτγ + d20 if ys1 ≤ yτγ < ys2;

0 otherwise,
. (4)

where dij = cij
γ
and yτγ means signal time delay in a new time domain.

Now we add to the right-hand expression of (4) a control signal u

dy

dT
= u − y +

⎧
⎨

⎩

d11yτγ + d10 if 0 ≤ yτγ < ys1;
d21yτγ + d20 if ys1 ≤ yτγ < ys2;

0 otherwise,
. (5)

We call (5) as the controllable form of modified Mackey-Glass system.

2.2 Solution of Modified Mackey-Glass Equation in an Analytical Way

Let us show the solution of (5). At first, we formulate following initial conditions

y(0) = y0; y(T < 0) = 0. (6)

The second assumption in (6) allows us to neglect the third summand in (5) and
consider the systemmotion in the first time slice 0≤ T< τγ as defined by the differential
equation

dy

dT
= u − y. (7)

The solution of (7) is a trivial one

y = u(1 − e−T) + y0e
−T. (8)

Now we back our attention to system (5). This system moves under initial condition
y0 and input signal u for a τγ seconds in the first time domain slice. After the right border
of this domain is reached the value of system output becomes

y
(
τγ

) = u
(
1 − e−τγ

) + y0e
−τγ . (9)

It is clearly understood that the (9) is an initial condition for the system motion in
the second time slice. Let us consider the second time slice [τγ , 2τγ ). In this slice the
time-delayed piecewise-linear function in the third summand makes its influences in the
system motion and one should take it into account. Thus, values of y should be analyzed



Analytical Solution of Modified Mackey-Glass Equation 143

and determined in which of three intervals [0, ys1), [ys1, ys2), or [ys2, ∞) these values
are and whether function values reach fracture points. If fracture points are reached by
function (8) in the considered time slice, we specify times when these points are reached.
One can find these times as solutions of equations

yS1 = u
(
1 − e−Ti

)
+ y0e

−Ti . (10)

for Ti. If all of this times are real numbers or at least one of them is a real number and if
these numbers belong to the interval [0,τγ ], conclusion about reaching of fracture point
is made. Several stages of the considered system motion should be studied in this slice.

1. If the initial value of state variable y0 is greater then ys2, the system dynamic is
defined as follows

dy

dT
= u − y. (11)

if the fracture point ys2 is reached in the considered time slice, then (11) is considered
only in the time interval [τγ , τγ + Ts2), where

Ts1 = − ln

(
u − ys2
u − y0

)

. (12)

It is clearly understood, that the system dynamic is described by function (8) and at
the second switching point the output coordinate reaches value

y(τγ + Ts2) = u(1 − e−τγ −Ts2) + y0e
−τγ −Ts2 = ys2. (13)

at the end of the considered time interval.
2. If time Ts2 is less than τγ the system motions continues in the second slice. The

motion in this stage continues from the fracture point ys2 and described by following
differential equation

dy

dT
− y + u + d21u

(
1 − e−T+τγ

)
+ d21y0e

−T+τγ + d20. (14)

If one analyzes (5), he finds that (14) determine anymotions that has initial conditions
equals or less ys2 and greater than ys1. The main differences between the motion,
which starts from value in interval [ys1, ys2), and the continuedmotion are themotion
time and initial conditions. If we consider a system motion in the second stage as
the continuation of a motion, which is defined by (11), we should take into account
that Ts2 seconds in the second slice already gone. This fact reduce the time, when
the value of system trajectory is determined for the next stage or slice. If one solves
(14), he gets following function

y = (1 + d21)u − Td21ue
−T+τγ + Te−T+τγ + d21y0 + d20 + C1e

−T . (15)

here C1 is an initial condition-depended factor.
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If the system motion start from y0 less than ys2, one can specify C1 as follows

C1 = −d21u − d21y0 − d20 − u + y0, (16)

in case of continued motion, the last summand replaced with ys2.
The motion in this stage of the second slice can be finished if the slice border is

reached or if output variable reaches a new fractional point. In the first case the state
variable value at the stage end can be defined by substituting into (15) motion time
T2 in the second stage

y(T2) = (1 + d21)u − T2d21ue
−T2+τγ + T2e

−T2+τγ + d21y0 + d20 + C1e
−T2 .

(17)

The motion time T2 equals to the second slice length if the systemmoves from some
initial position y0 and it can be determined as follows

T2 = τγ − Ts2, (18)

if the motion is started in the first stage and it continues in the second stage.
3. If the considered slice is a big enough, the system motion can continue in the third

stage. In this case the initial condition for themotion is a fracture point ys1 coordinate
and system motion is described by the differential equation

dy/dT − y + u + d11u(1 − e−T+τγ ) + d11y0e
−T+τγ + d10. (19)

Since it was shown in [27], chaotic oscillations in a modified Mackey-Glass system
occurs if a piecewise-linear function, which is used in the system model, has slopes
of different signs. For example, if motion in the second stage is accompanied by a
decrease in the output variable, then motion in the third stage a accompanied with
its increasing and vice verse. A solution of (19) depends on system initial state in
the considered stage and can be determined in a similar to (15) way. Thus, if motion
starts from some initial condition y0, we get

y = (1 + d11)u − Td11ue
−T+τγ + Te−T+τγ + d11y0 + d10

+(y0 − d11u − d11y0 − d10 − u)e−T.
(20)

Ifmotions continues from the previous stage y0 in the brackets should be replaced
with ys1.

Mackey-Glass system continues its motion in the third and second stages until time
reaches slice size. The switchings between the third and second stages produce undamped
oscillations. The motion in the next slices can be defined by using above-give formulas.
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These formulas give us possibility to formulate following algorithm for analytical
solution for the modified Mackey-Glass equation:

1. System dynamic are rewritten in a relative time domain.
2. Time delay τγ and system stop time Tf are specified in relative time. Number of

time slices is calculated as follows

Ns =
⎧
⎨

⎩

int
(
Tf
τγ

)
+ 1 if int

(
Tf
τγ

)
�= Tf

τγ
;

int
(
Tf
τγ

)
otherwise

, (21)

here int( ) is a function which calculate integer value of its argument.
3. System motion in the first stage are calculated and initial value of output variable

for the second stage is determined.
4. System initial condition is analyzed and operational stage in the second slice is

specified.
5. System motion is defined in the considered stage.
6. Changing of the stage and/or slice end is checking.
7. If stage changing found then calculations continue in step 5 with new stage

parameters.
8. If slice length is reached then it checked if this slice is the last. Reaching of the last

slice end means algorithm stopping.
9. Otherwise new initial value of output variable for the next stage is defined and

calculations continue in step 5 with new stage parameters.

The use of this algorithm make it possible to determine Mackey-Glass system
motions in the i time slice if the motion in i − 1 slice is known. If the motion in
this slice is unknown, it can be determined by motion in i − 2 slice and so on until
initial condition is reached. Thus, solution of modified Mackey-Glass equation can be
considered as some recurrent procedure which defines current motion by previous one.

3 Results and Discussion

Let us solve Mackey-Glass system which dynamic is determined by the following
differential equation with time-delayed piecewise-linear right-hand expression

dy

dt
= −y +

⎧
⎨

⎩

2yτ if 0 ≤ yτ < 0.8;
−2.9yτ + 3.86 if 0.8 ≤ yτ < 1.4;

0 otherwise,
. (22)

in the analytical way.
We consider uncontrollable Mackey-Glass system to simplify its study but similar

studies can be performed for the controllable one as well.
We assume that time delay τ = 4 and initial condition y0 = 1. System is studied in

the time interval t = [0,12]. Above-given time interval and time delay allows us to claim
that the system should be studied in three slices. Since the coefficient near y in the first
summand of (22) equals to one it is not necessary to transform (22) into relative time.
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Let us start from the first one. In this slice system dynamic is defined by the following
equation

dy

dT
= −y. (23)

which solution is

y1(t) = e−t. (24)

This slice is finished, when time reaches value of 4s and the output variable takes
value

y1(4) = e−4 = 0.018. (25)

Also, during this slice studying, we specify time, when the output variable decreases
to value 0.8, which is the first fracture point

ts1 = − ln y1|y1=0.018 = 0.223 s. (26)

Now we study the second slice. Initial value of delayed state variable equals to one
for this slice, that is whywe understand that the considered system operates in the second
stage and we rewrite (22) by taking into account (25) and applying to (24) time-delay
operation

dy

dt
− y − 2.9yτ + 3.86 = −y − 2.9e−t+4 + 3.86. (27)

and define its solution as follows

y22(t) = 3.92 − 158.34te−t + 420.31e−t . (28)

At the time 4.223 s the second stage finishes because of value y1 becomes less then
0.8. After that system motion in the second slice is described by following equation

dy

dt
− y − 2yτ = −y − 2e−t+4. (29)

One can solve (29) with begin condition y(4.223) = 0.28

y21(t) = 109.19te−t − 441.98e−t. (30)

Thus, the motion in the second slice can determined with piecewise-linear function

y2(t) =
{
3.92 − 158.34te−t + 420.31e−t if 4 ≤ t < 4.223;

109.19te−t − 441.98e−t if 4.223 ≤ t < 8.
(31)

During the second slice values of output variable do not exceed the first fracture
point. That is why in the third slice we use the first row of (22) to define system dynamic
but we use both branches of (31) and delay them to get yτ in this slice

dy

dt
= −y + 2

{
3.92 − 158.34te−t+4 + 420.31e−t+4 if 8 ≤ t < 8.223;
109.19(t − 4)e−t+4 − 441.98e−t+4 if 8.223 ≤ t < 12.

(32)
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Thus, we claim that the third slice has two stages as well. Moreover, generalizing this
fact we conclude that number of stages can be increased from slice to slice.

If one takes into account begin conditions for each stage, he can solve (32) as follows

y3(t) =
{
7.84 − (

8644.5t2 − 1.15 · 105t + 3.79 · 105)e−t if 8 ≤ t < 8.223;
(
5962.1t2 − 9595t + 3.86 · 105)e−t if 8.223 ≤ t < 12.

(33)

In a similar way can be defined and solved equations for other slices.
Thus, we can determine solution of Mackey-Glass system as piecewise-linear

function in the considered time range

y(t) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

e−t if 0 ≤ t < 4;
3.92 − 158.34te−t + 420.31e−t if 4 ≤ t < 4.223;

109.19te−t − 441.98e−t if 4.223 ≤ t < 8;
7.84 − (

8644.5t2 − 1.15 · 105t + 3.79 · 105)e−t if 8 ≤ t < 8.223;
(
5962.1t2 − 9595t + 3.86 · 105)e−t if 8.223 ≤ t < 12

(34)

In Fig. 1 shown numerical and analytical solution of Mackey-Glass system in the
considered time range.

One can see that these results coincide with high accuracy. Error between them
does not exceed the calculation step of the numerical method which is used to solve
differential equation.

Fig. 1. Results of an analytical and numerical solution of the modified Mackey-Glass equation.
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4 Conclusion

The proposed approachmakes strong scientific background for the analysis of dynamical
systems which is defined by using piecewise-linear functions. It gives the possibility to
determine the system’s response to internal and external disturbances in an analytical
way. Contrary to numerical methods, which are widely used for system analysis and
based on numerical solutions of the differential equations, the proposed approach does
not depend on the algorithms and parameters of numerical methods and produces the
true solution of the differential equations.

On the one hand, it can be recommended to design real-time devices which operate
according to the studied models. From another one, our approach proves that chaotic
systems with piecewise-linear function should be used with caution because if an unau-
thorized person has an analytical systemmotions equation, which can be defined before-
hand for the sets of the system parameters, he can study the received chaotic signal and
decrypt it. So it can be recommended to improve the security features of dynamical
systems by using chaotic systems with nonlinear functions instead of piecewise-linear
ones.

We see the development of our work in the design of the detailed decryption algo-
rithms for chaotic systems with piecewise-linear functions to prove our recommen-
dations. Moreover, the possibility to solve differential equations with time-delayed
piecewise-linear functions in an analytical way allows us to apply different integral
transformations and use methods of system dynamic analysis which is based on these
transformations.
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Abstract. Storing the optimal policy is an important challenge for autonomous
agents and cyber-physical systems where the behavior is modeled by Markov
decision processes. In this paper, we propose a symbolic approach to store an
optimal policy compactly. We use decision trees for classifying optimal actions
that are used to store a compressed representation of an optimal policy. To reduce
memory consumption, we propose several approaches that keep the precision
of the computed values or provide an approximation of them by considering a
threshold for errors in the computed values. The first approach limits the depth
of trees to reduce memory consumption. The second one detects and avoids non-
important states to have smaller sets of states. The third approach prioritizes states
by considering their impact on the precision of results. We use the PRISM case
studies to investigate the effectiveness of our approach. Based on our results for
the standard case studies, using decision trees and the proposed approaches, the
needed memory for storing the optimal policies is reduced by several orders of
magnitude, which is promising for embedded systems.

Keywords: Machine learning · Model checking · Markov decision processes ·
Optimal policy · Decision tree classifier

1 Introduction

Markov Decision Processes (MDPs) are widely used in artificial intelligence [1] and
formal verification for modelling the decision making of autonomous systems with
uncertain behaviors [2]. In both cases, iterative numerical methods are used to deter-
mine the optimal planning policies (as mappings) that compute (or approximate) the
optimal (maximal or minimal) probability of reaching a goal state or optimal expected
accumulated rewards [3]. There is an interest in recent years in using MDPs to model
planning in embedded systems and IoTs [4, 5]. Two general approaches can be applied
to use MDPs for planning in such systems. In the dynamic (online) approach, an agent
constructs a related MDP and computes the optimal policy at demand. In the static
approach (called off-line for the remaining parts), an MDP is constructed once and the
optimal policy is computed, to be used as a black box to resolve uncertain decision
makings at runtime [4]. The first approach encounters some overheads to the system
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which limits its application for embedded systems with limited energy resources. In the
second approach, one can compute the optimal policy once and program it to read-only
memory (ROM). Exponential blow-up of state space (called state explosion problem) is
a well-known obstacle to using explicit representation for MDPs [2, 5]. This problem
influences the possibility of using an off-line approach for embedded systems where
their memory cost is important.

Several approaches are available to alleviate the state explosion problem. Symbolic
model representation is a prominent solution, which is widely used in formal verification
and artificial intelligence. In these approaches, symbolic data structures are used to
implicitly define the state space of a model [2, 3, 6, 7]. For the case of MDPs, state
explosion also introduces the problem of storing optimal policies [8]. To utilize the
benefits of an off-line approach for using MDPs in planning and to avoid storing all
information of the optimal policies explicitly, we propose an approach to represent it
symbolically that results in reducing the memory requirement. Our proposed approach
uses decision trees as efficient data structures for representing optimal policies. To do so,
we consider a policy as a classifier that maps each state to a class of actions. It provides
the opportunity of using classifiers to symbolically represent optimal policies. Using
a decision tree classifier as an extension to the binary decision diagrams (BDDs), we
have an opportunity in storing the information on optimal policies compactly with low
computational overheads.

Notice that the idea of using decision trees for representing optimal policies has
been used in previous works [8] and our results show this approach reduces the memory
consumption for storing the optimal policies by several orders of magnitude. However,
we need more improvements in space consumption for practical autonomous artificial
agents that work in a sophisticated environment [9, 10]. Hence, our main focus is to
develop new heuristics to have more reduction in space consumption by using decision
trees for optimal policies of MDP models.

The space complexity of decision trees depends on variable ordering, the order
for which the variables are selected in the structure of a decision tree. Finding the
optimal variable ordering for decision trees is an NP-complete problem and several
heuristics have been proposed and implemented in decision tree classifiers to find near-
optimal variable orderings [8]. To reduce the memory requirement for decision trees
our approach is to reduce the number of states that are used for constructing the related
decision tree. Based on this idea we follow two classes of approaches. The first class is
to detect the set of states of a given model for which the optimal actions do not affect
the optimal reachability probability of the initial state of the model. The set of states
that cannot reach the goal states, or are not reachable from the initial state under the
optimal policy, or those states with only one action should be avoided to computing the
related decision tree. The second class of approaches disregards some states or some
parts of decision trees while keeping the precision of computations at a given level of
accuracy. Considering a threshold for losing the precision of computed value for the
optimal reachability probability of the initial state, we proposed a general approach to
reduce the memory requirement for the computed decision tree. This approach focuses
onmore important states and limits the depth of decision trees. Considering these classes
of approaches, the main contribution of this paper is as follows:
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– we use a decision tree to symbolically represent the optimal policies of MDPs. It can
be used for embedded systems with a limited amount of memory that encounter the
state explosion problem;

– to reduce memory consumption while keeping the precision of values, we propose a
class of approaches that detect those states that do not affect the computed value of
the initial state;

– considering a threshold for the precision of computations, we propose a set of
approaches for reducing the size of computed decision trees.

BDDs are widely used as a data structure for representing labelled transition systems
in a compact way and as an efficient approach for symbolic model checking [2]. Multi-
terminal binary decision diagrams (MTBDDs) as an extension to BDDs are sued in the
case of probabilistic model checking [3, 7]. Our general approach in using decision trees
is similar to usingMTBDDs for representing optimal policies [12]. However, we develop
several new approaches to reduce the set of states and have smaller decision trees.

Several previous works have used classifiers to represent the optimal policies: the
deep statistical model checking (DSMC) approach [13] which uses deep learning to
represent optimal policies. The main focus of DSMC is on predicting optimal actions
for discounted MDPs and no study has been done on its memory consumption. Machine
learning is used in [14] for extrapolating the optimal policies by using some smallmodels
and domain-level knowledge of the problem, but there is no control on the precision of
approximated policies in this work.

Some general approaches have been proposed to reduce the size of decision trees in
[8, 13, 15]. However, these approaches do not focus on reducing the size of the training
data while keeping the precision of the classifier. Decision trees have been used in [16]
to predict the set of states for which the optimal reachability probability is zero or one,
a problem that is needed in probabilistic model checking [2, 3].

The rest of this paper is organized as follows. In Sect. 2 we introduce the preliminary
definition of MDPs and decision trees. The proposed techniques and related discussions
are covered in Sect. 3. Experimental results for evaluating our approaches are available
in Sect. 4 and finally, Sect. 5 concludes the paper.

2 Preliminaries

We review some preliminary definitions about MDPs and the decision tree classifier
that are needed for the rest of the paper. We use S for a set of states and μ for a set of
probability distribution on S where

∑
s∈S μ(s) = 1.

Definition 1. A Markov Decision Process (MDP) is a tuple M = (S, s0,Act, δ,R)

where S is a finite set of states, s ∈ S is the initial state, G ⊂ S is a set of goal states, Act
is a finite set of actions, δ : S × Act → μ is a probabilistic transition function such that
determines a probability distribution μ on each state s and enabled action α ∈ Act(s)
and R : S × Act → R is a reward function. For every state s ∈ S, Act(s) denotes the
(non-empty) set of enabled actions for s. Actions are used to model non-deterministic
choices of a model.
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MDPs are transitions systems thatmodel both non-deterministic choices and stochas-
tic aspects of computer systems. Like other variants of transition systems, states are used
to capture any possible situations for the system and transitions present its the step-wise
progress over the time. Reaching a state s ∈ S one enabled action α ∈ Act(s) is selected
non-deterministically and the next state s′ is stochastically determined with probability
δ(s, α)

(
s′
)
Adiscrete-timeMarkov chain (DTMC) is anMDP forwhich every state s ∈ S

has exactly one enabled action. A path in an MDP M is a sequence of states and actions
and is defined as ω = s0α0s1α1 . . . where for each i ≥ 0 we have αi ∈ Act(si) and
δ(si, αi)(si+1) > 0. A path is finite if it is defined on a finite number of state and actions.
To analyse the behaviour of a given MDP M we should define a probability measure on
the set of its paths [1]. For DTMCs, a probability measure is defined by constructing a
corresponding cylinder set [4]. For MDPs, one should resolve their non-deterministic
choices to define a probability measure on its paths. A policy is a decision maker that
maps to each state s one enabled action α ∈ Act(s). In general, for any possible finite
path ω, a policy π is defined on its history of states and actions. A memory-less policy
is one that only depends on the last state of a path.

2.1 Expected Rewards and Reachability Probabilities

In reinforcement learning, MDPs are used to model the costs or rewards that an agent
gains in an environment. In probabilistic model checking a main class of problems
reduces to computing reachability probabilities, the probability of finally reaching a
goal state when the system starts from an initial state. An important problem in the
case of MDPs is to find an optimal policy π∗ that optimizes the expected accumulated
rewards before reaching a goal state or the probability of reaching a goal state. For any
state s ∈ S and memory-less policy π : S → Act we use V π (s) as a value function for
the expected accumulated rewards where non-deterministic decisions are resolved by π

[1]. Such value functions should satisfy the following equation:

V π (s) = R(s, π(s)) +
∑

s′∈S δ(s, π(s)).V π
(
s′
)
. (1)

The optimal policy π∗ is a policy that minimizes V (s) for every state s ∈ S. It should
satisfy the following system of Bellman equations [3]:

V ∗(s) =
{

0
min

α∈Act(s)(R(s, α) + ∑
s′∈S δ(s, α) · V ∗(s′

) if s ∈ G
otherwise

(2)

In formal verification,MDPs are used tomodel a stochastic systemwhere themain focus
is to study some reachability properties [2]. In this case and for any policy π the value
function V π (s) is defined as the probability of finally reaching to one of the goal states
and should satisfy:

V π (s) =
∑

s′∈S δ(s, π(s)).V π
(
s′
)
. (3)

Note that for every goal state s ∈ G and any possible policy π we have V π (s) = 1.
A modified version of the Bellman equation can be used to compute the minimal (or



Efficient Policy Representation for Markov Decision Processes 155

maximal) policy πmin (or πmax). For this case, the model rewards are not important
and the value functions are set to one for all goal states. Iterative numerical methods
(such as value iteration and policy iteration) are used in practice for computing value
functions of (1) or (3). Based on the problem definition we need to compute the. optimal
policy that minimizes (or maximizes) the probability of reaching a set of bad (or good)
states or minimizes the expected accumulated costs. For an intelligent agent in a off-line
environment, the optimal policy will be used as a decision maker. In this case, π∗ can
be computed once and programmed in an intelligent agent or any embedded system.
For the remaining parts of this paper, we focus on the optimal reachability probabilities,
while similar approaches can be used for optimal expected rewards. Graph-based pre-
computation methods can be used before value iteration or policy iteration to compute
the set of states that the optimal reachability probability is exactly zero or one. For the
case of maximal reachabilities, S1max and S

0
max are used for these sets and are defined as:

S0max = { s ∈ S|V ∗(s) = 0}, (4)

S1max = { s ∈ S|V ∗(s) = 1}. (5)

Computing these sets can improve the performance of computations and reduce the
running times of value or policy iteration depending on the size of these sets. We use
them in the next section to reduce the size of decision trees. Although the standard
approaches for the value or policy iteration methods are time consuming, the improved
methods have been develop that make the computation of optimal policies feasible for
most practical problems [3, 6, 12, 17, 18].

2.2 Decision Tree Classifier

Decision trees are one of the well-known supervised machine learning techniques for
automatically solving classification problems [15]. In supervised learning, a set of train-
ing data are used to generate a hypothesis model for predicting the values of new input
data. A decision tree (like other tree-based data structures) includes a set of nodes and
branches. Each node is used to make a decision based on a feature value and leaves
are labeled by a related class. Decision trees are construed in a top-down manner. Each
training data is used to expand or simplify a part of the tree. Although in the worst case
the size of a tree grows exponentially in the size of features, it usually leads to a compact
model for deciding the membership of objects in their related classes. More details about
decision tree classifiers and MTBDDs are available in [12, 15].

2.3 MDP Modeling Methods

Depending on the problem, a modeling approach is used to propose a high-level descrip-
tion of an MDP. In most cases, a set of variables and statements are used to describe the
behavior of a system and the way that it works. For example, in the racetrack problem
[9], four variables are used to represent the position and speed of a car on a slippery road.
The optimal policy should minimize the expected time for reaching a destination from
an initial location. Probmela [2] and PRISM [12] are two modeling languages that are
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used in probabilistic model checking to providing a high-level description of a model.
This description is compiled into a related MDP model. As a result, each state can be
considered as a legal valuation of the model variables. As an example, one module of
a PRISM program is presented in Fig. 1. This program models the stochastic aspects
of the WLAN protocol [6]. This module contains c1 and c2 as two variables, followed
by a set of probabilistic commands. The complete model of this example includes 12
variables.

Fig. 1. A PRISM program.

3 The Proposed Method

The general approach in probabilistic model checking and reinforcement learning is to
construct an MDP and apply an iterative method to compute the optimal policy π∗.
However, iterative computations are time-consuming and can be used for small models.
An off-line approach is an alternative one for large models where the optimal policy is
computed once and programmed to a read-onlymemory [10, 11]. To avoid the challenges
of memory limitation in an intelligent agent (or embedded system) we need to have a
compact representation of the optimal policy. While a wide range of approaches is
available to propose a short description of a given string, we need an approach that can
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easily map the optimal action to a given state. For this purpose, we use the decision tree
classifier and suppose that the agent works in a fully observable, stochastic but off-line
environment, where all needed information is available for planning and does not change
during its activities. We first briefly explain how decision trees are constructed and then
explain the approaches for reducing the size of trees.

3.1 Decision Tree for Optimal Policies

Consider an optimal policy π : S → Act that maps the optimal actions to each state
of a given MDP M . For each state s ∈ S its enabled actions are labeled based on their
order: the first action is labeled 1, the second action is labeled 2 and so on. Based on
this ordering, each policy π can be considered as a mapping that classifies each state s
to its related class according to the label of π(s). A classifier can be used to represent
π . To do so, each variable of the high level description of a model is considered as a
feature and each state is represented by its corresponding variable valuations. The states
of an MDP model and their selected optimal actions are used for training a classifier.
Each state s ∈ S of an MDP model and its computed optimal action is considered as a
training sample to construct a classifier model. To avoid missing any information of an
optimal policy π∗ we need to use an exact classifier that maps each state to its correct
optimal action.

Although a wide range of classification approaches are available in machine learn-
ing, we use decision trees that can map each training sample to its exact class. In most
implementations of the decision tree classifier, some heuristics are applied to compute
a near-optimal feature ordering that minimizes the tree size. Minimizing decision trees
provides the opportunity of using them as a compact representation of the optimal poli-
cies. In run-time, an agent uses the stored information of decision trees as a black box
to make the optimal decisions. It needs not construct the MDP model and instead, it
uses the variable valuations as the input to the computed decision tree to determine the
corresponding class label.

3.2 Avoiding Useless States to Reduce the Size of Decision Trees

While the proposed approach in the previous section considers all states of a givenmodel
to construct the related decision tree for the computed optimal policy, some states may
be useless in the computations and can be avoided. We call a state s ∈ S useless if its
optimal action is obvious or its value does not affect V ∗(s0) (the reachability value of
the initial state). We consider three classes of useless states and explain how they can
be computed. Avoiding these states, we have a smaller set of states for constructing the
decision trees. Although there is not a direct relationship between the number of objects
for a decision tree and its size, in most cases, their sizes increase when we have a bigger
set of objects. These classes of useless states are as follows:

1. The set of states in s0max (formaximal reachability) andS1min (forminimal reachability)
based on (4) and (5). For any possible policy the value of states in these sets are
the same and do not depend on the selected actions. For maximal reachability, the
probability of reaching to a goal state from any state s ∈ S0max is zero. Hence, it is not
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important which action should be selected for this state and we can disregard it in
the construction of decision tree. It also holds for the case of minimal reachability.

2. The set of states with only one action. For these states, the agent does not need to
make any decision, the available action is also the optimal one and the agent should
not refer to the decision tree to select the action.

3. The set of those states that are not reachable from the initial state under the optimal
policy. The standard approach to compile a PRISM program to the corresponding
transition system is to consider all states that are reachable from the initial one in
S. However, some of these states may not be reachable from s0 where the actions
of the optimal policy are considered. The value of these states does not affect the
optimal reachability probability of the initial state and we avoid them for computing
the decision trees. Note that these states are needed when we do not have the optimal
policy. During this section, we suppose that the optimal policy has been computed
previously and is available for this part.

Separating useless states from S, we focus on the remaining states and their optimal
actions to build a corresponding decision tree. This decision tree suggests the optimal
action for useful states, but may propose any action for useless ones even some ones that
are not defined for these states. For example, a useless state may have two actions but the
decision tree suggest the third one, which is not defined for it. For the correctness of our
approach, the agent can select an action randomly when it encounters to an undefined
one.

3.3 Reducing Decision Tree Size by Losing Some Information

Applying the proposed approaches in the previous section may lead to small decision
trees that can compute the same reachability probability for the initial state as an optimal
policy does. However, one may decide to sacrifice the precision of computations to have
a more compact policy representation. Given ε as a threshold for tolerating errors in the
computed values, we consider several scenarios for having smaller decision trees:

Scenario 1. The standard approach to constructing a decision tree is to consider all
features of the problem objects and apply the training step by considering the objects
and their corresponding classes. In this case, the decision tree over-fits to the training
data and can correctly map each training object to its class. A simple way to improve
the generalization of this classifier and also have smaller trees is to avoid one or some
features in the structure of trees. This approach decreases tree depth and results in smaller
ones. The decision tree classifier applies some heuristics to keepmore important features
and disregard others when we decide to limit its depth.

Scenario 2. Using Eq. (1) for computing the optimal reachability probabilities (or
expected rewards), we need to compute the reachability probability of all states (except
S1max) to have the value for the initial state. However, the impact of state values on the
value of the initial state is different among the states. In the previous section we disre-
gard those states that are not reachable from the initial state under the optimal policy.
We extend this approach by detecting the set of states for which the probability of reach-
ing from the initial state is negligible. We use the idea of statistical model checking
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by considering the optimal policy, i.e., applying a set of simulation runs (traces) and
considering those runs that reach a goal state. We consider a counter for each state s ∈ S
and increment it when a runmeets s and finally reachesG. For terminating our approach,
we consider an upper bound for the length of traces. Higher values for the counter of
each state means, it is more important for computing the value of the initial state. On
the other hand, lower values show the impact of the state value is lower for the initial
state and we can avoid it for the decision tree. We use a threshold ε′ for state counters
to select them for the training step. If the computation error for the initial state is more
than ε we can consider a small ε′ for this scenario and apply it again.

Scenario 3. For any state s ∈ S, the impact of selecting non-optimal actions on the
value of the initial state can be considered as a criterion for selecting or avoiding s for
the training step. Consider for example an optimal policy π∗ and two states s1 and s2
where for all actions of s1 the computed values are the same and the difference between
the minimum and maximum computed values for s2 is 0.5. It is obvious that selecting a
non-optimal action for s2 can affect the value of the initial state if it reaches to s2 with
high probability. On the other hand the impact of selecting a non-optimal action for s1
may bring a negligible impact for the value of the initial state. In worst case, non-optimal
action for s1 may be important if the other states select non-optimal actions. We explain
it in Fig. 2. Where s3 is a goal state and s4 and s5 are two trap states with one self-loop.
Applying the value iteration method, maximal reachability probability is .2 for both s1
and s2. In this case, value iteration computes this value for each of actions (a and b) for
these states and a state can give the maximal value if it selects the action b while the
other state selects a. However, if both states select b as their actions, their reachability
probability will be 0. Hence, we consider this scenario as a heuristic that disregards those
states that have the same value under all actions or the difference of values between the
best and worst actions is less than a given threshold ε′′.

Fig. 2. Some states and transitions of an MDP

Based on these scenarios, we develop a general heuristic that selects some of them
by considering an initial threshold values ε′ or ε′′ or tree depth d . It constructs a decision
tree and applies it as a black box decision maker to approximate the reachability value
for the initial state. If the computed error is less than the given threshold ε, our heuristic
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tries to construct a smaller tree by increasing ε′ or ε′′ or decreasing d . Otherwise, the
heuristic decreases ε′ or ε′′ or increases d .

4 Experimental Results

To compare the impact of our proposed approaches for representing the optimal policies
in efficient way, we consider several standardMDP case studies from the PRISM bench-
mark suite [12]. These models includeConsensus, Wlan, Firewire andMer cases that are
widely used in the previous works [3, 6]. Each model has one or some parameters where
different values for each one result in an instance MDP model. In Table 1 we propose
some information of our selected MDP models and our experimental results. For each
model, the size of PRISM exported MDP model and stored optimal policy are reported
as the original size for the explicit representation of the optimal policies. In the explicit
representation, the information of each state and it corresponding optimal action should
be stored in the main memory of an embedded system.

For the Consensus, Wlan, and Mer models, we consider the maximal reachability
and for the firewire models we consider the minimal reachability probabilities. We run
PRISM to compute the extremal policy for each case study model. We then use machine
learning to construct decision treemodels for symbolically represent the optimal policies.
All experiments for constructing decision trees have been implemented using the skit-
learn library in the python programming language running Jupiter notebook. Tomeasure
thememory consumption of each decision tree we use the joblib.dump command to store
its information in a file and report them in Table 1.

Comparing the memory consumption of the explicit method and our proposed
implicit method that uses decision tree for the selected case study models, we have
at least 99% improvement in all cases, which means the memory consumption is less
than 1%. In some cases (Wlan for example) decision tree reduces the memory consump-
tion by three orders of magnitude. The results are more promising for larger models
where the sizes of decision trees have negligible difference with small models of the
same class of MDPs.

The experimental results also show that our state reduction methods (explained in
Subsect. 3.2) reduce the memory consumptions in all cases. The improvements are
more considerable for the Consensus and Wlan models where a small part of states are
important to construct the optimal policies. Notice that in these cases, our proposed
methods keep the precision of computation, i.e. the policies that are represented by the
reduced decision trees can be used to compute precise optimal reachability probabilities.

For our last approaches that dismiss some part of information to achieve a smaller
decision tree (described in the Subsect. 3.3) we propose both the memory consumption
and the precision of computations in the last columns of Table 1. For all cases, except the
Mer ones memory consumption is less than 10 KB while the precision of computation
is at least 85% of exact values.
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Table 1. Experimental results for the selected models.

Model
(parameters)

Param
values

Number
of states

Original
Size

Standard
D.T

Useless
state
removal
D.T

Feature
reduction

State
prioritizing

Space Precision Space Precision

Consensus
(N,K)

4.6
4.10
4.15
4.24

63.616
104.576
155.776
247.936

2.8 MB
3.8 MB
5.3 MB
7 MB

117 KB
124 KB
132 KB
145 KB

23 KB
24 KB
25 KB
27 KB

7.3 KB
8.4 KB
9.5 KB
10 KB

93.1
92.5
92.2
91.8

4.2 KB
4.5 KB
5 KB
5.8 KB

92.3
89.8
87.5
85.4

Wlan
(TTM)

200
800
2500

171.542
409.142
1082.342

5.8 MB
14.2 MB
35.3 MB

87 KB
134 KB
213 KB

12 KB
15 KB
19 KB

4.7 KB
5.6 KB
6.1 KB

95.6
94.7
95.2

1.2 KB
1.4 KB
1.5 KB

97.5
96.4
96.1

Firewire
(ddl)

800
5000

289.861
2856.061

6.2 MB
69.3 MB

2.3 KB
3.9 KB

1.6 KB
3.2 KB

2.2 KB
3.7 KB

95
94.8

1.1 KB
1.4 KB

89
88

Mer
(n)

100
500

592.264
2955.064

42 MB
214 MB

1.7 MB
6.4 MB

445 KB
967 KB

243 KB
441 KB

97.9
96.4

179 KB
257 KB

91.2
93.5

5 Conclusion

In this paper, we use a symbolic approach for storing the information of the optimal
policies that can be used for embedded systems and intelligent systems. The proposed
approach uses derision trees as classifier to map each MDP state to its optimal action.
We propose several approaches to avoid useless states to have smaller decision trees.
The results show that using decision tree to represent optimal policies reduces space
complexity by two or three orders of magnitude and our heuristics reduce the size of
the given trees by one order of magnitude. For the future works, the propose approach
can be applied for other classes of models such as probabilistic timed automata or
continuous-time Markov models.
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Abstract. The paper considers features of using the concept of “mosaic war-
fare” based on dynamic management of distributed systems of mobile robotics
complexes using multi-agent approach. It describes modelling mechanisms for
controlling a group of bionic robots for search and rescue operations, reconnais-
sance and military diversions with the provision of mechanisms for autonomy,
adaptation, coordination and collective behavior. The mosaic structure of the dis-
tributed system of mobile robotics complexes was suggested. The features of the
algorithms of the motion planning, formation of the agents’ trajectory and group
control are described. It also describes an agent-based model for the analysis
of control processes of a group of unmanned aerial vehicles, unmanned ground
vehicles, and ground-based robots.

Keywords: Mosaic warfare · Robotic · Unmanned ground vehicles · Distributed
systems · Multiagent systems · Simulation modelling

1 Introduction

The interest of researchers in bionic (technical devices that have a look similar to
biological objects) robots and their group control has increased lately.

The development of four-legged (a dog-like) or six-legged (a spider-like) robots is
relevant due to the need for mobile robots to investigate unsafe or unstructured ter-
rains. Compared to other mobile robotics platforms, these bionic robots are an excellent
movement system in terms of stability, control and low memory. Nowadays, the pos-
sibilities of the four-legged robots are studied in various fields, from construction to
space exploration and military operations. It should also be noted that the traditional
model of development of the defense complex, which is focused on complex and expen-
sive platforms and systems, is not suitable for taking advantage of modern information
technology (artificial intelligence, machine learning, unmanned complexes, etc.), which
are significantly developing today in the global innovative environment. An alternative
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approach is to focus on smaller, purposeful and relatively cheap “units of action” that
will have the power of quick and easy scaling and modernization. By creating a dynamic
“mosaic” of such units, which act both autonomously and in coordination, it is possible
to gain strategic advantage through asymmetric devices, while the supervisor can be
made more difficult to solve his military tasks. Such a new concept of “Mosaic Warfare”
was proposed by DARPA. Further research requires the development of new methods
andmodels aimed at improving the management of large distributed dynamical systems,
including mobile robotics complexes, in unprecedented and critical situations.

This paper considers the peculiarities of modeling of control processes of a group
of bionic robots equipped with various sensors and computer vision system, for search
and reconnaissance operations, reconnaissance and military sabotage with provision of
autonomy, adaptation, coordination, collective behavior, self-renewal and integration
mechanisms.

2 Literature Review

The concept of “Mosaic Warfare” of the Defense Projects Agency (DARPA) is consid-
ered in [1]. Formodeling of distributedmosaic systems the author proposes the developed
technology of spacious occupancy, which uses active distributed knowledge networks,
solving such problems as real-time collection and integration of widespread resources
under unified management and pooling of such resources for collective elimination of
undesirable entities. The paper [2] considers the peculiarities of controlling the trajec-
tories of various groups of unmanned air, land and sea transport vehicles on the basis of
genetic algorithms. The paper [3] examines the architecture of the unmanned vehicles
planning and control system, which includes such modules as sensory data acquisition,
voltage detection, delaying, travel planning, control command generation, and control
strategy evaluation. The paper [4] considers the features of modelling artificial warfare
using the concepts of multi-agent systems. A review of achievements in the field of
self-organization in mobile robot systems (or swarming robotic systems) is given in [5].
The paper [6] describes the simulation process on the basis of agents for measuring the
overall combat effectiveness in combination with the coefficient of link success based
on the ground combat situation. Training in robotics has been a difficult topic for the
past several years. The necessity to equip the robot with a tool powerful enough to allow
autonomous detection of optimal behavior by means of tests and interference with the
environment has been the motive for numerous in-depth research projects. The paper
[7] presents the investigation of training algorithms with backing for unmanned ground
vehicles for joint study of unknown territory.

The analysis confirmed the relevance and importance of research, which is focused
on creating new methods of dynamic control of dispersed systems of mobile robotics
complexes through a multi-agent approach within the concept of “Mosaic Warfare”,
which will be discussed further.
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3 The Concept of “Mosaic Warfare”

The concept of “Mosaic Warfare” is based on a quickly assembled network of sensors,
control nodes, as well as joint piloted and unmanned systems with integration of geo-
graphically dispersed resources, which must work together as a single system [8]. Thus,
one of the ideas behind the “mosaic war” is to take simple systems, combine them into
a measure, and ask them to interact and cooperate. One of the key advantages of the
asymmetric form of “mosaic warfare” is its ability to add highly effective unmodified
elements to the combination of combat operations, which now includes unmanned aerial
vehicles (UAVs), unmanned ground vehicles (UGVs) and ground robots.

For example, in the ground forces, instead of relying on large military formations,
smaller units could be supplemented with small and medium UGVs and/or UAVs to
improve their effectiveness in accomplishing missions. The main idea of such a solution
is to be cheap, quick, lethal, bendy and scalable. Instead of creating one excellent com-
bat unit, optimized for a specific purpose, it is proposed to combine small unmanned
systems with the existing capabilities in the creative combinations, which are constantly
evolving due to modern technologies, such as piecemeal integration and others, to cre-
ate an advantage on the battlefield and new disadvantages for the opponent. The mosaic
concept is well matched with the methods of building distributed systems of agents with
a flexible interaction and the possibility of self-adaptation, self-adaptation and stoicism.
In multi-agent systems, it is possible to reach its goal when one or several agents col-
lapse or get out of harmony. For example, removal of UAV, which was carrying out the
distribution, must not interfere with the actions of other agents, and the whole system
must work, if one part is not enough to achieve the global goal. Moreover, such sys-
tems can respond to other systems in a non-deterministic/stochastic way and increase
the diversity of component variants. For example, agents can arrive and react stochas-
tically in a random way, but structured on other agents in an unspecified environment.
However, structured randomness leads to the emergence of systemic behavior, which
reveals the desired properties for the purpose of the entire mission. Systems with such
properties are easy to assemble and stable. Without well-planned integration, agents can
adapt their interaction and reconfigure their own systems. For example, when making
decisions on the battlefield, the unmanned ground vehicles must coordinate their actions
with a heterogeneous network of unmanned air vehicles and other military units. Thus,
in the mosaic approach paradigm the agents can be easily combined to achieve the set
goal through non-prescribed steps. These features of a fast ability to self-renew and
autonomous composition are the features of the mosaic approach.

4 Bionic Stepping Robots

When carrying out search operations in areas that are not dangerous for people
(premises), today they use remotely controlled mobile robots. At this time in the world
the most widespread use of ground wheeled, tracked and specialized mobile platforms.
The main advantage of their use is the ability to place workers, in this case the operator
of a mobile platform, outside the potentially dangerous area, to save the health and life
of people. Optimization of work modes of such robots makes it possible to improve their
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technical characteristics, and thus increase the efficiency of work, which leads to the
possibility of performing fundamentally new operations and reducing the cost of a sin-
gle operation. This is the general trend in this field of robotics, which Boston Dynamics
now demonstrates with its latest developments of craters, Animal and humanoid robots,
which are able to perform simple operations of moving objects, as well as to finish
the various disadvantages and nerves on the surface of the movement. A special part
of robotics occupies the crumbling transfer systems and transport machines based on
them. Themethod of shifting bymeans of the legs (stepping, running, shearing) is known
to be the most widespread in the living nature. The method of stepping is of primary
interest for walking on a distance unprepared terrain with obstacles. Traditional wheeled
and tracked vehicles leave behind them without a break, expending considerably more
energy than shifting by steps, when the interaction with the ground occurs only in the
areas of the foot rest. In addition to this, the crotch shifting method is also very easy
on the crossed area, even to the point of being able to shimmy, make interruptions, etc.
A distinctive feature of this type of work is that the biologic approach is used in the
design of the structure. The design and walking algorithm is based on the materials of
observations of living skeletons. There is a number of stepping robots:

• two-legged –workwith two legs. A classic example is a humanoid robot. These robots
work in the same environment as humans and are designed to imitate human behavior.
Stability is maintained by calculating eachmoment and shifting theweight in a strictly
defined order. Practical examples include QRIO from Sony, ASIMO from Honda and
Atlas from Boston Dynamics;

• three-legged – thesemachines have three points of contactwith the ground and are stat-
ically stable, i.e. they are well-balanced and can stand without tipping over. Practical
example includes STRIDER by RoMeLa;

• four-legged (Fig. 1), also known as tetrapods, robot-dogs or robot-spiders, have four
legs and their walk is similar to that of animals. Being statically stable, they are well
balanced in different positions. They can walk by shifting one leg at a time or by
shifting a pair of legs;

• hexapod (Fig. 1). These robots have six legs. They have a higher stability in the
standing and standing positions. They can swing by shifting each pair of legs one by
one or by shifting the legs of each pair alternately.

One of the latest developments in the field of four-legged robots is theGhost Robotics
Vision 60, which in 2021 was tested at Scott Air Force Base in Illinosa (USA) as part
of a year-long experimental testing program. Designed to reduce the risks faced by
airborne pilots, the Vision 60 is equipped with an armor-mounted screw on the back and
equippedwith sensors that allow it to operate in a variety of unstable terrain conditions. It
is also able to create thermal images, set up infrared imaging and transmit high definition
streaming video. Vision 60 can carry up to 13 kg of luggage and move at a speed of up
to 1.6 m/s. It is considered to be a fully autonomous rotary-wing operation: although
the robot can independently and accurately aim the rotary-wing at the target, it cannot
fire without action by a human operator (in line with US military autonomous systems
policy, which prohibits automatic target engagement).
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Fig. 1. Bionic robots: four-legged robot-dog Ghost Robotics Vision 60 (left), hexapod for
laboratory research Adeept RaspClaws (right).

Thus, when carrying out disruptive and sabotage tasks and conducting combat oper-
ations in the framework of the “Mosaic Warfare” concept it is advisable to use bionic
crushing robots. These robots are able to move by themselves over the terrain and choose
the most suitable route to the point of destination, for this purpose the robot uses built-in
sensors and navigation systems. The design of these robots today allows without third-
party assistance to rise and continue driving. The task of the rover-rovers is to check the
danger zones, identify the enemy and the areas to be replaced and indicate the sector of
action for combat groups of troops. In general they have a wide range of applications,
even to thework in the assault group. In this regard they can operate autonomously. These
robots can be equipped with thermal sensors, motion detectors, high-speed thermal and
visible light cameras, and the design of the legs gives advantage in maneuverability and
lightness, which is one of the advantages in detecting mines.

5 Specifics of Group Robots Management

The Mosaic approach is a transition from acting according to a predetermined scenario,
which is aimed at achieving a single goal. Indeed, the classical approach has a defined
goal and then uses top-down design techniques to decentralize operations. For example,
the operator of the entire battlefield first develops optimal strategies for the agents on
a global scale, and then tells each agent how to act based on their local information.
However,when one agent leaves the battlefield,which changes the system, the previously
developed strategy is no longer globally optimal. TheMosaic approach also differs from
the classical deterministic downhill approach, in which the agents are programmed to
behave autonomously, which loses adaptability.

In the distributed method, based on the mosaic approach, the task of group work
control can be divided into a number of subtasks, among which we can distinguish the
following:

– determination of the group structure and formation of its active part, a cluster, as an
accumulation of works formed to achieve one or another goal;

– optimal (or close to it) distribution of functions between the groups of workers, as
well as reshuffling of these functions when the situation changes;

– implementation of the functions by individual works, which are included in the cluster,
to achieve the final goal.

The division of roles in the group is carried out according to the following (Fig. 2):
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– sense is a detection agent that performs tasks of inspection of territories or facilities,
monitoring, recognition and identification of objects, has data collection sensors,
Remote detectors and radars (laser distance meter, for example, is expensive, so it
can not be in every member of the group), the appropriate modules of intelligent data
processing systems and computer vision;

– orient – agent-navigator, performs the task of producing a digital picture of the area,
route planning, radio traffic, jamming counter-attacks during the implementation of
the mission;

– decide – agent commander (leader), may be designated from among unmanned trans-
port vehicles and/or be commanded by a human operator to make decisions (but not
necessarily, it can be any command post or a division or combat unit, commanded
by a man), performs the task of mission distribution, integration and consolidation of
information from the other members of the group, command of the group, re-planning
of the mission scenario, liaison with the control center, etc. Examples of commands
are attacking a certain enemy object, moving to a certain position, or overloading;

– act – agent-perpetrator, performs actions related to detection, investigation and dis-
semination, delivery of material and technical equipment to the points of destination,
sabotage tasks, attack and destruction of thieves’ objects, etc.

Decide Sense Orient Act

Fig. 2. The roles of unmanned vehicles and their tasks in the group within the mosaic approach.

The number of unmanned vehicles for leaders, detachments and others is calculated
according to the area of the territory and the nature of the mission. The payload that is
the role of unmanned vehicles can be combined, can be the same in terms of ensuring
the required level of assurance of the mission objectives. Of course, in the case of loss
of contact with the leading agent, his role can be performed by another agent, or, for
example, a roving agent. Mosaic Warfare concept involves dynamic adaptation of all
types of resources to perform the mission tasks. Disaggregating units with more than
one mission potentially increases the flexibility and adaptability of the force and creates
a more difficult situation for the enemy to assess.
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Thus, our system is composed of several types of autonomous vehicles, each of
which performs one or several roles and is equipped with various monitoring and action
capabilities. For example:

– A-UGV: robot-dog for sabotage and attack operations, medium speed, short detection
range, 90-degree field of view;

– S-UAV: drone formonitoring, recognition and identification of objects on the territory,
high speed, medium range detection, camera, thermal imaging camera;

– S-UGV: area monitoring robot, surveillance, object detection and inspection, low
speed, long range detection, 360 degree detection.

So one of the ways in the framework of “Mosaic Warfare” in the ground battle is
reasonable to send a unmanned airborne vehicle for ground deployment ahead of the
main ground combat forces for disengagement. It can tag enemy troops and equipment.
Unmanned system transmits coordinates to the assault group of ground robotic dogs,
which are flying in that direction and perform the task to hit the target.

Let us look at how the control of ground robots in a group is carried out. The liter-
ature offers a large number of methods of route planning, which use different heuristic
techniques, which usually emerge, as a rule, the content sense of the problem solved
This can be methods using a picture of the environment or its description by means of a
graph or tree; methods based on the cellular decomposition; methods of potential fields;
optimization methods; methods based on integrated technologies and machine learning,
etc. Within the framework of our task, path planning algorithms using chaotic dynamics,
which are used for obtaining unprecedented trajectories, are particularly popular. Thus,
the paper [9] presents a modification of the well-known logistic picture, which is used to
create a chaotic generator of pseudo-fluctuations. This sequence is then used to control
the robot, which moves along the grid in four or eight different directions. A simple
model of pheromones with efficient memory is also suggested to improve the achieved
level of coverage [10].

Let’s consider the multi-agent system W of robots-agents A1,…,An. In W a global
immovable rectangular coordinate system is given xOy. Every agentAi , i=1…n, presents
a model of a mobile robotics complex. For every existing inW agent Ai, at everymoment
t the location pi is known inside system xOy.

pi(t) = (xi, yi, θi),

where xi, yi are the coordinates of agent; θ i is the orientation, given by the corner between
the direction of the vector of linear velocity of the agent vi and the axis Ox. Also in the
value of the linear vi and corner ωi speeds of agents and its constant length li. The object
movement can be described by the system of differential equations:

⎧
⎨

⎩

xi = vi cos θi,

yi = vi sin θi,

θi = ωi.

For all agents of the group the same restrictions are set for the maximum values of
their linear vmax and corner ωmax speeds. We have an unpredictable sequence of values
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ρ ∈ [0, − 1], which are used to determine the next direction of the vehicle’s movement
after the probability distribution. Thus, if ρ < 1/3, robot turns right (−π/4); if 1/3 ≤ ρ

< 2/3, robot turns left (π/ 4); and if ρ ≥ 2/3, it continues the forward movement. The
so-called closeness radius r is set for each transport work. There are, of course, tasks in
which the workflow is considered in a structure, for example, the rhombus type. From
the practical point of view, in this case, the situation is more appropriate, when the agents
move by trajectories that are equidistant from the leader’s trajectory. We also consider
the approach, which uses the vector of departure taking into account other vehicles in
order to identify the next direction of travel. Thus, if there are no other vehicles in the
neighbourhood, the algorithm works as a purely chaotic mobility model, where mobility
decisions are made in accordance with the probability distribution ρ. Such an algorithm
operates in each vehicle using different radius of convergence to optimize the movement
taking into account the characteristics of each vehicle in order to improve the distribution
of the group members throughout the scenario of the mission, improving hunting and
speed of identification of objects, without creating major problems. Initially, we get the
current heading for each vehicle in the group relative to the others and check its radius
of proximity r over the grid of vehicles of the same type. If some vehicles are closer than
r, then the new direction of travel (corner) is calculated according to the corresponding
depressing forces. Otherwise, a chaotic approach based on the value of ρ and the guessed
distribution of uncertainties is used. For ground robots, the “escape” algorithm is also
used, whereby the agent moves away from the target area with the anti-aircraft missile
systems and attempts to reach one of the interfaces at a predetermined coordinate. After
the “escape” for the agent with the help of an incidental generator is determined the time
of the next attempt to continue to the target.

6 Modeling of Combat Mission

We consider the enemy’s air defense system (ADS) to be an integrated system consisting
of radar stations (radars), surface-to-air complexes (SACs) and devices that ensure their
functioning. The most widespread devices of the ADS systems are artillery and missile
systems, which ensure the survival of the defended objects in the conditions of a massive
attack of the devices of the group of robotic complexes. Artillery and missile systems
(as well as radio warfare devices – RWD) are distinguished by the zone of damage
(strangulation) – the area of space within which it is ensured that the atmospheric target
is destroyed or strangled (in the case of RWD) with a given probability. The zone of
influence lies within the range from minimum to maximum range of possible reduction
of the targets. Graphically in the projection on the horizontal plane at the all-permissive
impact the zone of SACs destruction as well as the zone of targets smothering by RWD
are shown in Fig. 3 in the form of circles, where is indicated: AH – radius of impact
of artillery SACs; RM and RH – respectively minimum and maximum radius of impact
of missile SACs; RM and RH – respectively minimum and maximum radius of impact
of RWD units. Missile SACs can engage air targets at long ranges, but cannot engage
them at very short ranges. For their part, SACs engage targets at short range, but cannot
hit them at greater distances. Thus, the zones of action of missile and artillery SACs are
overlapping. The range of targets suffocated by RWD devices is significantly greater
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than the range of missile defeat. Thus, the modern ADS is a well-defended, hard-hitting,
low-range, high-altitude, low-angle ADS with overlapping zones, capable of effective
combat against the enemy’s offensive forces. In describing the SACs, we use a right-
handed rectangular coordinate system in which we define D as the distance equal to the
abnormal range from the radar to the target, and α as the heading (azimuth of the target),
moving along the course of the guided missile from the line of sight to the centre to
the line of sight to the target. The origin of coordinates in this system can be taken, for
example, the center of radar antenna station or the center of the protected object.

АН

РН

РМ

RM

RH

Zone for the purpose of 
artillery from 0 to АН

Zone for the purpose of 
missile from RM to RH

Zone of targets smothering by 
RWD from РМ to РН

SAC 2

SAC 1

Defended 
object

0-360o

Fig. 3. Zones for the purpose of missile and artillery SACs and RWD and location of the two
SACs of ground bases.

Figure 3 graphically shows the model of placement of two ground based air defense
systems, where SAC1 and SAC2 are respectively the first and second airborne missile
and artillery systems, GS is the defended object. The purpose of the airborne missile
system, artillery and missile SAC systems as one of the most important operations is
carried out on the basis of information in the formof characteristics of the targets supplied
to the combat information and control system from the devices of the visibility systems
of the situation. The algorithm of coordinated control of SACs consists of a sequence
of actions for the purpose of controlling, ordering and defeating the stations of active
interruptions by the RWD system.

7 Multi-agent Modeling

Themost accepted way to evaluate the efficiency of complex systems is simulation mod-
eling. To evaluate the developed algorithms and distribution of tasks between unmanned
vehicles, we created an agent-based model in AnyLogic system. Each agent was given
a predetermined behavior. The overall scenario is the same as the one we discussed
earlier. A single drone (or a group) is sent to survey the territory. It surveys the terrain
and, having found the objects or obstacles, fills them in on a map of the terrain. The
map is shared between all agents, and each agent can take advantage of the combined
capabilities of other agents. Combat drones in turn are sent to destroy ground objects,
compactly located in a certain surveyed area. In order to destroy targets in the surveyed
area, the robots had to form teams based on their individual capabilities and the location
of their deployment. When the investigator finds a thief, he signals the closest unmanned
vehicles with the necessary capabilities. These vehicles form a team with a robot inves-
tigator and head out to complete the mission. Combat drones carry a bomb charge. In
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order to successfully complete themission, the dronemust drop the bomb on themilitary
installation.

After completing the mission, the drones return to base using a higher altitude route.
Ground operations are represented by spiders and dogs to perform sabotage missions
to destroy enemy military objects. Military assets are protected by an ADS system
consisting of several radar stations with overlapping target-detection zones and equipped
with keyed surface-to-air and ground-to-ground missiles. The radar can simultaneously
guide up to two missiles. The missile is launched after the detected robot-agent enters
the radar tracking zone, which is a half-sphere with a given radius around the radar.
Indeed, the task of detecting unmarked bionic robots is a difficult task, so we have laid a
lot of optimism in modeling the capabilities of forces defending themselves by detecting
UGV.

In Fig. 4 shown the simulation model for a unmanned ground vehicle, parameters,
variations, subs, and functions. The agent’s behavior is defined by means of the state
diagrams, which take into account such events as receiving data on the target, successful
execution of the task of destroying a hostile object, own hostility to the opposing missile,
completion of the mission, and return to the base.

Fig. 4. Imitation model for unmanned ground vehicle.

The model is scalable: it can operate with any number of agents of each type, ADS,
opposing objects and the parameters of the number of robotic agents, their speed, the
parameters of the operation of the anti-aircraft complex, etc. In Fig. 5 shown the test
bench in the process of modeling. To analyze the results in the imitation model, we used
as an efficiency criterion a parameter indicating the level of capability to win a battle and
the survival rate of the attacking forces, which are calculated as follows. Initially, the
activists who remained are calculated at the end of the interaction for both sides. Then
they are balanced with the initial assets and calculate their correlation for both parties.
In other words, it is simply the coefficient of survival after the end of the battle (Fig. 6).
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Fig. 5. The modelling process.

Fig. 6. Resulting data on the survival of the forces attacking and defending.

8 Conclusion

Thus, the paper considers the peculiarities of using the concept of "Mosaic Warfare"
based on the dynamic control of distributed systems of mobile robotics complexes using
amulti-agent approach. The paper describesmodelling of control processes of a group of
bionic robots equipped with various sensors and computer vision system for search and
reconnaissance operations, reconnaissance and military diversions with the provision of
mechanisms of autonomy, adaptation, coordination and collective behavior. During the
work implementation the following main tasks were solved: Developed algorithms for
formation of groups and clusters of agents; proposed a mosaic structure of a distributed
system of mobile robotics complexes; developed algorithms for planning the movement,
formation of the agents’ trajectory and group control; Developed agent-based optimiza-
tion model of the control system for a group of unmanned aircraft, unmanned ground
vehicles and ground robots; created the system’s software interface with 2D and 3D
animation. An agent-based approach was used for modeling. All types of agents in this
model (robots, radars, missiles, bombs, military units and buildings) are present and
interact in a continuous 3D space. The Anylogic modeling environment was used to
create the model. Experiments with centralized control with a leader and decentralized
control were carried out. The choice of decentralized group control increases the effi-
ciency of operation and the probability of achieving the goal of the mission, as well as
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the performance of the task by individual agents. Application of the swarm principle of
control is appropriate in conditions of targeted actions aimed at the destruction of enemy
forces. This research supports the idea of using several groups of unmanned transport
vehicles as a living system for conducting sabotage and combat operations, in which the
characteristics of each mobile robotic complex is used to increase the efficiency of the
system as a whole. Further investigations will be continued in the complex integration
of intellectual algorithms based on the imitation of behavioral reactions and machine
learning methods.
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Abstract. We studied electrical parameters of the ignition system generating a
self-stabilized high-voltage pulsed arc We observed 2 current pulses generated
by the system. The first current pulse appears in the time interval 0 to 3 µs as
a consequence of a high-voltage pulse (about 20 kV) supplied to the spark gap.
The discharge current after the first current pulse gradually increases up to 3 ±
1 A, when the second current pulse appears. The delay between two current pulses
increaseswith growing spark gap size from60 to 125µs, corresponding to gap size
0.5mmand13mm, respectively. The energy input in the developed ignition system
is given by the discharging of two capacitors. The total energy released in the first
current pulse does not exceed 163 mJ. The experimental-computational method
was used to measure the energy input for the second pulse. It was found out that
the main part of the discharge energy is released in the second current pulse where
the deposited energy exceeds 231–541 mJ. Relatively high efficiency of energy
deposition in the gas discharge channel up to 58% was observed, increasing with
expanding spark gap size to 13 mm.

Keywords: High-energy ignition system · Energy input · Efficiency · Arc
resistance · Electrical parameters

1 Introduction

The operation of internal combustion engines with forced ignition under lean mixtures
conditions improves their environmental performance. Reliable ignition of lean mix-
tures requires higher spark ignition energy. High-energy ignition systems are therefore
developed for this purpose [1–3]. High energy ignition systems are also used to start
gas turbine engines, to ignite fuel oil in boilers and special technological equipment [4,
5], to cold start diesel engines, etc. At the same time, ignition systems are required to
ensure reliable ignition of the combustible mixture in a high-speed gas flow [6].

In the presented work, the results of the study of an improved high-energy ignition
systemare given. The improvement of the considered ignition system is aimed to increase
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the reliability of ignitionof the combustiblemixture under the influenceof a high-velocity
gas flow on the discharge channel. Previously, we carried out a photographic study of
the ignition area [7]. Also studies of the influence of a high-speed gas flow on the
development of the discharge process in the considered ignition system were carried out
[8]. The presented work is a continuation of previous studies, in which the features of
energy release in the developed ignition system are considered in detail.

2 Advanced High-Energy Ignition System Device Operation
Principles

A study of an ignition system was made. The system generates a self-stabilized high-
voltage pulsed arc obtained according to electrical circuit shown in Fig. 1. This circuit
solution is known [9, 10]. However, the circuit was improved by including the switch
S2 in parallel with the capacitor C2. In this case, the switch is connected on at a certain
time. Adding the switch S2 makes it possible to provide self-stabilization of the discharge
under the influence of a high-speed gas flow on the discharge channel.

Fig. 1. Schematic diagram of the developed ignition system.

The ignition of a pulsed arc in such a circuit occurs as follows. Initially, capacitorsC1
and C2 are charged from external voltage sources, which are not shown in the diagram.
Next, the switchS1 is turnedon,which leads to the supply of a voltage pulse to the primary
winding of the step-up transformer T1. This leads to the appearance of a high-voltage
pulse on the secondary winding of the transformer, which results in a gas breakdown
in the spark gap. After the spark gap is closed, the discharging of the capacitor C2
through the secondary winding of the transformer T1 and the spark gap begins. When
the current in the discharge circuit reaches its maximum, and the voltage across the
capacitor reaches zero, the switch S2 is turned on. This turn-on time corresponds to the
first ¼ current cycle. Before turning on the switch S2, the energy of the magnetic field
is accumulated in the inductance of the transformer winding. Thus, the further flow of
the spark discharge is ensured by the release of the energy accumulated in the secondary
winding of the transformer.
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3 Methodology and Results of the Study of the Electrical
Parameters of the Developed Ignition Circuit

The study of the electrical parameters of the developed ignition system was carried out
using the following equipment. The spark discharge current during the breakdown was
measured by Ion Physics CM-500-L current transformer with a response time of 2 ns
where the current signal was registered by Tektronix TBS2104 oscilloscope. Since a
high current leads to saturation of the current transformer cores, the measurement of
the pulsed arc current was carried out by a CSNM191 Honeywell current sensor with a
measurement error of ± 0.5% and a response time of less than 1 µs where the current
signal was registered by Rigol DS1104 oscilloscope. The sensitivity of the CSNM191
sensor after converting the current signal into a voltage signal was 100 ± 0.51 A/V.
Voltage probes TEKTRONIX P6015A and HVP-39pro PINTEK were used to record
the voltage. The measurement error of the HVP-39pro probe is 3% of full scale. The
voltage across the studied elements of the discharge circuit was determined as a potential
difference, where the potentials at the studied points were measured by voltage probes
or P6015A or HVP-39pro. Due to the relatively high voltage measurement error of
these probes, the capacitor charge voltage was also measured with a UNI-T UT-58C
multimeter with a measurement error of ± 0.5% in the measurement range under study.
Capacitor capacitance was measured using an E7–22 RLC meter with a measurement
error of ± 0.009 µF.

The parameters of the elements of the ignition system and the initial voltage on the
capacitors C1 and C2 were measured. The capacitance of capacitor C1 was 8.005 ±
0.009 µF. The capacitance of capacitor C2 was 2.708 ± 0.009 µF at a measurement
frequency of 1 kHz. The initial charge voltage of capacitors C1 and C2 was 828 ± 6 V,
since the chargewas carried out from one voltage source. The resistance of the secondary
winding of the transformer and connecting wires was determined according to Ohm’s
law. It is measured that the total resistance of the winding and connecting wires is Rwire
= 0.180 ± 0.05 �.

The discharge current flowing through the spark gap and the voltage drop across the
spark gap were measured. The results of measuring the discharge current by the CM-
500-L current transformer and the voltage by the P6015A voltage probe on the spark
gap throughout the entire discharge are shown in Fig. 2.

According to the measurement results, we detect 2 current pulses (Fig. 2, left). The
first pulse corresponds to the time interval from 0 to 1–3 µs. The second pulse takes
place in the time interval from 70 µs to 90 µs (Fig. 2, left). The first pulse is caused by
the breakdown of the spark gap, which is confirmed by the presence of a high-voltage
voltage pulse (about 20 kV) before the current pulse on the voltage oscillogram (Fig. 2,
right). In this case, before the high-voltage pulse, the voltage on the discharge electrodes
is equal to the charge voltage of the capacitor C2.

The second current pulse is associated with the discharge of capacitor C2. Between
the pulses, a delay period is marked, which was ab\out 70 µs at a spark gap length of
3 mm. During this delay period, a discharge current flows gradually increasing to 3 ±
1 A. The presence of the delay period is explained by the high inductive resistance of
the secondary winding of the transformer. But when saturation of the transformer core
is reached, then the inductive resistance decreases. The decrease in inductive resistance
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Fig. 2. Oscillograms of current and voltage across the spark gap, recorded by the current
transformer CM-500-L and voltage probe P6015A.

leads to a sharp increase in the discharge current caused by the discharge of the capacitor
C2. In line with the results of measurements of the second current pulse, we observe its
increase to 45 A, followed by a sharp decrease after the increase. With the beginning
of the first period of pulsations, the voltage across the spark gap decreases to several
tens-hundreds of volts (Fig. 2, right).

There was an assumption about the incorrect measurement of the second current
pulse by the CM-500-L current transformer due to the presence of a sharp decrease in
current after reaching the maximum, since the core saturation may occur in the current
transformer. Therefore, the current was additionally measured by the CSNM191 current
sensor with a larger current measurement range (±1000 A) than the CM-500-L current
transformer. The results of measuring the discharge current i, flowing through the spark
gap, and the voltage uc on the capacitor C2 are shown in Fig. 3.

Fig. 3. Oscillogram of the discharge current i flowing through the spark gap and the voltage uc2
on the capacitor C2. Division scales: current 33.5 A/div, voltage 200 V/div, time 20 µs/div.

It is detected that the shapes of the measured currents in Fig. 2 (left) and 3 coincide,
except for the shape of the current after its rise during the second current pulse.According
to the results of measurements with the CSNM191 current sensor, we have the amplitude
of the discharge current during the second pulse, reaching more than 135 A. At the
maximum current, the voltage across the capacitorC2 decreases to 0, which corresponds
to the theory of electrical engineering. Turning on the switch S2 excludes the process of
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charging the capacitor. Therefore, it is observed the absence of voltage on the capacitor
C2 with further current flow. The further flow of the discharge current is caused by the
process of releasing the energy of the magnetic field, accumulated in the inductance of
the secondary winding of the transformer, on the resistance of the discharge circuit. As
a result, the registered current corresponds to the theory of electrical engineering for the
discharge current in the RL circuit.

The first current pulse has been studied in more detail. The results of measuring
voltage and current during spark breakdown by a current transformer CM-500-L and by
a high-voltage probe are shown in Fig. 4. The length of the spark gap was 3 mm.

Fig. 4. Spark gap voltage (left) and discharge current (right) recorded by CM-500-L current
transformer during the first pulse.

We observe that the increase in the voltage on the secondary winding of the trans-
former to the breakdown voltage occurs in the case under consideration in less than
0.6–0.7 µs. The breakdown of the spark gap is accompanied by a jump in the discharge
current. In this case, the voltage across the spark gap drops sharply with increasing
discharge current. An oscillatory-damping process occurs in the discharge circuit with
a main oscillation frequency of about 3.3 MHz. Oscillations with such a frequency are
possible due to the presence of parasitic capacitance formed between the turns of the
secondary winding of the transformer, which leads to a decrease in the inductance of
the discharge circuit. The damping of the current oscillations occurs in about 2–3 µs. It
should be noted that there are difficulties in measuring the voltage drop across the spark
gap after its breakdown.

For the problem of ignition of a combustible mixture, it seems important to estimate
the amount of energy deposited into the spark discharge [11]. In the developed ignition
system, energy input is carried out as a result of the discharge of capacitors C1 and
C2. Let us consider the energy input for the first pulse. The low accuracy of measuring
the voltage drop across the spark gap does not allow using these data to calculate the
energy deposited into the spark. Therefore, the energy released during the discharge of
the capacitor C1 on the primary winding of the transformer was measured. The switch
S1 in the ignition circuit is switched on for a time t1 = 1 µs. It was measured that the
average current in the primary circuit was i1 = 200 A. The measurement of the voltage
across the capacitor is determined by the expression �u:

�u = 1

C1

∫ t1

0
i1dt. (1)
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Using the indicated values, we obtain a voltage drop by �u = 25 V.With a capacitor
charge voltage of 828 V and a subsequent voltage drop to 803 V at C1 = 8 µF, we have
that the total energy consumption released at the first pulse does not exceed 163 mJ. It
should be noted the low efficiency of conversion of the total energy of the discharge into
the energy released in the spark gap, where the efficiency is about 1–50% [12–14].

Consider the energy input for the second pulse because the main energy deposition
happens during this time. We use the experimental-computational method for studying
the discharge process in a given electrical circuit [15]. We will measure the energy that
is deposited into the pulsed arc based on the results of measuring the discharge current
under the conditions of the development of the discharge at different lengths of the spark
gap. We believe that with an excessively small length of the spark gap, the discharge
energy is released on the resistance of the elements of the discharge circuit and is spent
on the electrical erosion of the electrodes. With an increase in the length of the discharge
gap, these energy losses are supplemented by the release of energy in the gas discharge
channel. As a result, with an increase in the length of the discharge gap, an increase in
the resistance of the spark channel takes place. According to the results of experimental
studies, such an increase in resistance is reflected in a change in the amplitude and
duration of the current pulse during the development of a pulsed arc discharge. The
discharge current obtained at spark gap lengths of 0.5 mm and 13 mm is shown in Fig. 5.

Fig. 5. Comparison of discharge currents obtained at spark gap lengths of 0.5 mm (left) and
13 mm (right). Division scales: current 35 A/div, time 50 µs/div.

From the obtained current oscillograms, we monitor that an increase in the length
of the spark gap leads both to a decrease in the amplitude of the current pulse and the
duration of the discharge. It is discovered there is a change in the delay timewith a change
in the length of the spark gap. The result of the analysis of the delay time between current
pulses on the length of the spark gap is presented in Table 1.

Table 1. Dependence of the delay time between current pulses on the length of the spark gap.

Parameter Volume

Spark gap length, mm 0.5 ± 0.05 3 ± 0.05 5 ± 0.05 8 ± 0.05 11 ± 0.05 13 ± 0.05

Delay time, µs 60 ± 5 70 ± 5 75 ± 5 90 ± 5 110 ± 5 125 ± 5
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An increase in the delay time is associated with a decrease in the discharge current
due to an increase in the resistance of the circuit, which increases the saturation time of
the transformer core.

Using the results of measurements of the discharge current at different lengths of the
discharge gap and the known conditions for the development of the discharge, it seems
possible to use these initial data to calculate the change in the resistance of the spark
channel with time and to calculate the energy deposited into the gas discharge. Consider
the process of discharge current flow in the circuit. Before closing the switch S2, the
transient process in the electric circuit is described by the equation [16]:

L
di

dt
+ i · Rtotal + uc2 = 0, (2)

where L is the inductance of the discharge circuit when the transformer core is saturated,
uc2 is voltage on the capacitor C2.

Let us consider the process of the discharge current flow in the circuit after the switch
S2, connected in parallel to the capacitor, is closed, while themaximumdischarge current
is reached. After the switching, the transient process in the electrical circuit is described
by the equation

L
di

dt
+ i · Rtotal = 0. (3)

FromEqs. (2) and (3) it follows that the resistance of the discharge circuit is calculated
by the equation

Rtotal = −uc − Ldi
dt

i
. (4)

With regard to Eq. (3), in Eq. (4) we have uc2 = 0.
For an approximate calculation of the inductance, the results of measuring the ampli-

tude of the current imax, achieved in the first ¼ cycle of the second current pulse, and the
initial charge voltage of the capacitor U = uc2(0) can be used. Then the inductance is
determined by the expression

L = C
U 2

i2max
. (5)

It is measured that the current amplitude is imax = 158.8 ± 1.210.9 A, the voltage is
U = 828 ± 6 V, the capacitance is C = 2.708 ± 0.009 µF. Hence, we have = L 73.6 ±
2.43 µH.

After a preliminary assessment of the inductance by expression (5) and a preliminary
calculation of the resistance by expression (4), it seems possible to refine the inductance.
To do this, we use the expression for calculating the amplitude of the discharge current,
counting the resistance of the discharge circuit, in the form

imax = U

√
C

L
· e− πRtotal

4

√
C
L . (6)
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Thus, the refinement of the inductance L and resistance Rtotal is further carried out
by the iteration method, using Eqs. (4) and (6) and the results of measuring the discharge
current. In the case of calculating the resistance of the discharge circuit after turning on
the switch S2, the number of measurement errors that affect the results of the calculation
is reduced. This is because only current measurements are used to calculate resistance
in an RL circuit, and voltage measurements are not used. Comparison of the results of
measuring the resistance in the RLC circuit and the RL circuit in the range of small
values is shown in Fig. 6.

Fig. 6. Comparison of the results of calculating the resistance of the discharge circuit based on
the results of measurements in the RLC circuit (left) and RL circuit (right) for a spark gap length
of 0.5 mm: × are the calculated values; – is interpolation line.

Since the minimum scatter of the calculated values of the resistance of the discharge
circuit takes place in the analysis of the discharge in the RL circuit, these results were
used further. According to the results of 5 measurements, it was found that the minimum
resistance of the discharge circuit is Rtotal = 0.362 ± 0.0280.9 by a spark gap length of
0.5 mm. It should be noted that the obtained resistance exceeds the measured sum of the
resistance of the connecting wires and the resistance of the secondary winding of the
transformer by approximately two times. This is due to the fact that the resistance also
includes the internal resistance of the capacitor (until it is closed by the switch S2). In
addition, to the resistance should be added the resistance caused by energy losses due
to electrical erosion of the discharge electrodes, and energy losses at the resistance of
the switch S2 (after it is turned on). As the discharge current decreases, the resistance
of the gas-discharge channel increases. Therefore, there is an increase in resistance
discharge circuit in the process of reducing the current in the RL circuit (Fig. 6, right).
To confirm this assumption about the effect of the resistance of the gas-discharge channel,
we monitor that with an increase in the length of the discharge gap to 13 mm, an increase
in the total resistance discharge circuit occurs relatively faster (Fig. 7) than with a length
of 0.5 mm (Fig. 6, right).

The reliability of the results of calculating the resistance of the discharge circuit
during the second current pulse was verified by checking the presence of an energy
balance represented by the equation:

∫ ∞

0
Rtotal · i2dt =

∫ t1/4

0
[Rtotal]min · i2dt +

∫ 0

t1/4
Rtotal · i2dt = C2

U 2

2
, (7)

where t1/4 is the duration of the first ¼ current cycle in the serial RLC circuit.
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Fig. 7. Total resistance of the discharge circuit according to the results of measurements in the
RL circuit for a spark gap length of 13 mm: × are the calculated values; – is interpolation line.

The calculation assumes that the resistance of the discharge circuit is constant during
the first ¼ current cycle and equals the minimum resistance [Rtotal]min. The results of
calculating the energy release in the second current pulse are shown in Fig. 8.

Fig. 8. Dynamics of energy release during the second current pulse by a spark gap length of
0.5 mm.

The experiment was carried out using a copper discharge cathode and an aluminum
anode. According to the reference data [17], for the arc discharge current in the range
of 20–200 A, the voltage drop across the electrodes is equal to uel = 18–22 V. Hence,
it seems possible to calculate the energy release Qel on the discharge electrodes by the
expression

Qel =
∫ ∞

0
uel idt. (8)

Assuming that uel = 20 V and using the measured values of the discharge current
over a spark gap length of 0.5 mm, the energy release on the discharge electrodes was
calculated using expression (8), which was Qel = 447 mJ.

The energy release on the wires is calculated by the expression

Qwire =
∫ ∞

0
Rwirei

2dt. (9)

At Rwire = 180 m� and using the measured values of the discharge current, it was
obtained from expression (9) that Qwire = 387 mJ.
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To obtain a balance with the total discharge energy Qtotal , the calculated losses Qel
and Qwire should be supplemented with the energy losses due to the internal resistance
of the capacitorQcap. It was obtained by enumeration that if the internal resistance of the
capacitor is equal to Rcap = 40 m�, then we will get the presence of an energy balance
represented by the expression

Qtotal = Qel + Qwire + Qcap. (10)

Using the results of measurements of the current in the RL circuit at different lengths
of the spark gap, we obtained the dependence of theminimum resistance of the discharge
circuit on the length of the spark gap in the form (Fig. 9).

Fig. 9. Dependence of the minimum resistance of the discharge circuit on the length of the spark
gap.

With an increase in the length of the spark gap, the difference between the minimum
resistance of the discharge circuit at the second current pulse and the average resistance
of the discharge circuit during a discharge in the RLC circuit increases. In particular,
the calculation of the average resistance of the discharge circuit during a discharge in
the RLC circuit was carried out using the measured amplitude values of the discharge
current obtained at different lengths of the spark gap using expression (6). The results of
such a calculation are presented in Table 2. In the calculation, the average values of the
current amplitude based on the results of 5 measurements were used. For comparison,
Table 2 also presents the values of the minimum resistance of the discharge circuit at
different lengths of the spark gap.

Table 2. Dependence of the average resistance Rev of the discharge circuit during a discharge in
the RLC circuit and the minimum resistance Rmin of the discharge circuit at the second current
pulse on the length of the spark gap.

Parameter Spark gap length, mm

0.5 3 5 8 11 13

Rev , m� 244 561 679 1163 1289 1415

Rmin, m� 362 ± 280.9 457 ± 140.9 547 ± 200.9 614 ± 280.9 650 ± 250.9 724 ± 190.9
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The obtained research results show a tendency for the difference between the average
resistance Rev and the minimum resistance Rmin to increase in the case of an increase in
the length of the spark gap. This prevents the minimum Rmin value from being used as
circuit resistance for discharging in an RLC circuit.

The calculation of the discharge energy Qign released in the gas-discharge channel
was carried out according to the expression

Qign = C2
U 2

2
−

∫ ∞

0
Rci

2dt −
∫ ∞

0
uel idt. (11)

The results of calculation of the discharge energy Qign released in the gas discharge
channel depending on the length of the spark gap are presented in Table 3. The table
also shows the efficiency ηign of energy release in the gas discharge channel.

Table 3. Dependence of the discharge energy Qign released in the gas-discharge channel on the
length of the spark gap.

Parameter Spark gap length, mm

3 5 8 11 13

Qign, mJ 231 329 445 511 541

ηign, % 24 35 48 55 58

The result obtained on the release of energy in the gas discharge channel shows that
the main part of the discharge energy in the developed ignition system is released at the
second current pulse. A relatively high efficiency of energy release in the gas discharge
channel was also revealed. In this case, a non-linear dependence of the efficiency of
energy input into the gas-discharge channel on the length of the spark gap is observed.

4 Conclusion

A study of an ignition system generated a self-stabilized high-voltage pulsed arc was
made. The device operation principles of the system are given. The study of the follow
electrical parameters of the developed ignition system was carried out. Current, voltage
on capacitors, total resistance of discharge circuit was investigated. Generation of two
current pulses was observed. Dependence of the delay time between the pulses on the
spark gap length was measured. Dependence of the minimum resistance of the discharge
circuit on the length of the spark gap was found out. Dependence of the discharge energy
released in the gas discharge channel on the length of the spark gap was calculated.
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Abstract. The paper considers simulation results of electromagnetic transient
processes of an induction motor with an external solid rotor. Due to the specifics
of such type of electric machine, the traditional approach to design and modeling
causes difficulties and an ambiguous solution. In this regard, this paper shows
the creation of a design object based on the ANSYS RMxprt template specifi-
cally for an induction motor with an external solid rotor. Further, the resulting
parameterized template was exported to ANSYS Maxwell 2D sheet for further
analysis based on the simulation of an electromagnetic field distribution in the
dynamic operation mode. The adequacy of the obtained models is guaranteed by
the great experience and authority of ANSYS® in generating computational mod-
els without user intervention in the key stages of graphic and physical prototypes
generation. The formation of equations for obtaining machine parameters based
on model graphical objects and components of the electromagnetic field is shown
in detail. The simulation results are presented and compared with experimental
data. Separately, the extraction of the calculated model parameters at the post-
processing stage is shown. The work will be useful to scientific researchers and
design organizations in creating digital twins of technical objects.

Keywords: Induction motor · External rotor · Solid rotor · Electromagnetic
field · Modeling · Losses · Transients · ANSYS · Maxwell · RMxprt

1 Introduction

The most important achievements of modern science and technology are closely related
to the production and use of electrical energy. There is a growing interest in developing
efficient ways to convert solar and wind energy into electrical energy [1, 2], in the
production of electric vehicles and electric filling stations in all advanced countries of
the world. One of the largest consumers of this energy type are electromechanical energy
converters and electrical machines (EM) in particular.
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In this regard, the problems of improving EM, both in technical terms and in the
field of theoretical research, are undoubtedly relevant and will not lose their relevance
as long as humanity uses electricity.

The development of a new methodology for designing electromechanical energy
converters, the development of software tools to increase their economic competitive-
ness, the reliability of design synthesis, of course, is an important and urgent task [3, 4].
The calculation of an EM, as a rule, is reduced to solving a system of equations with
many unknowns [5–7]. Mathematical modeling includes the description of electromag-
netic processes and the solution of a system of equations describing electromagnetic
processes, considering the assumptions and variations of the model parameters [8, 9].

The success of the correct, adequate in relation to real prototypes of EM and the cor-
respondence of calculations to experimental results lies in the development of individual
mathematical models for a large species diversity of EM [10, 11].

These models have a different nature of the accepted assumptions, considering the
features of the design, simplifications, and clarifications. At the same time, a lot of work
is devoted to the systematization and classification of both EM and their models, the
accumulation of a data bank of models and calculation methods for individual EM [8,
10]. The species diversity ofmachines has given rise to countlessmodels, and the attempt
to classify them has become even more complicated.

A special place in the classification of EM is occupied by a non-standard electric
machine, which belongs to the induction type, but has an inverted design with a solid
rotor [12]. The design of the screw electric motor (SEM) consists of two stators mounted
on a common hollow shaft (Fig. 1).

Fig. 1. The design of the screw electric motor: 1 – stators; 2 – solid rotor; 3 – heater; 4 – housing.
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Stators (SEM) create oppositely directed electromagnetic torques, providing the
necessary speed of rotation of the hollow cylinder of the common solid rotor without the
use of amechanical gearbox.Hollow thin-walled solid rotorwith screw loops, in addition
to the function of moving the working material, simultaneously provides heating of the
latter.

In previous works, an attempt was made to determine the parameters and charac-
teristics of such a machine in various ways, including using ANSYS Maxwell [13, 14].
Despite the positive results obtained, a universal and reliable approach to modeling in
the construction and calculation of the model has not been found [12, 15, 16].

Due to the appearance of a new update ANSYS 2022R1, it became possible to
improve the calculation method, which is the goal of this work. It will be interesting
and useful for readers and scientific researchers to get acquainted with a detailed step-
by-step description of the process of creating a computational model in the ANSYS
RMxprt and ANSYS Maxwell software packages, the solver configuration, not only
for the specific machine under consideration, but also to transfer the obtained research
results and methodological approach to other types of EM.

2 Model Settings in ANSYS RMxprt

An eight-pole screw electric motor with an external solid rotor with a power of 45 kW
was chosen as a prototype for research.

In the Electrical Machine Type Selection Template Wizard, “Outer-Rotor Induction
Machine” is selected under the General category. This category of projects is limited in
that it does not allow to directly perform calculations and obtain machine parameters
as an output, but it is useful for generating correct exports to Maxwell 2D/3D solutions
[17, 18].

At the first stage, after creating the project, it is necessary to choose the configuration
of the machine with a solid rotor (Fig. 2). Table 1 shows the parameters that were entered
into the forms categories of the project tree.

Fig. 2. Rotor type selection in the machine category.
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Important in the subsequent calculation of losses in ANSYS Maxwell is the correct
setting of steel properties. For stator steel type 2212, amagnetization curvewas defined in
the material editor (Fig. 3), bulk conductivity 7142857 Sm/m, mass density 7850 kg/m3,
composition – lamination.

Table 1. Initial data for the SEM design.

Category Parameter name Unit Value

Stator

Number of poles – 8

Number of slots – 48

Stator core

Outer diameter mm 370

Inner diameter mm 132

Length mm 500

Stacking factor – 0.95

Steel type – 2212

Stator slot

Hs0 mm 1

Hs2 mm 27

Bs0 mm 2

Bs1 mm 13

Bs2 mm 17

Stator winding

Winding layers – 2

Parallel branches – 4

Conductors per slot – 24

Coil pitch slots 5

Number of strands – 3

Wire wrap mm 0.28

Wire size mm 1.8

Rotor core

Outer diameter mm 384

Inner diameter mm 374

Length mm 500

Steel type – St3

(continued)
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Table 1. (continued)

Category Parameter name Unit Value

Analysis setup

Rated output power kW 45

Rated voltage V 220

Rated speed rpm 750

Frequency Hz 50

Rated power factor – 0.8

Load type Const. power

In ANSYS Maxwell the core loss for electrical steel is based on:

ρ = Kh B
2
maxf + Kc (Bmaxf )

2 + Ke (Bmax f )
1.5,

where Kh is the hysteresis coefficient; Kc is the classical eddy coefficient; Ke is the
excess or anomalous eddy current coefficient due to magnetic domains; Bmax is the
maximum amplitude of the flux density; f is the frequency.

As a result of preliminary calculations for steel type 2212, the following characteristic
magnetization coefficients were obtained: Kh = 164.2, Kc = 1.3, Ke = 1.72.

Fig. 3. Type 2212 steel magnetization curve.

For steel of a solid rotor of type St3, a magnetization curve was set in the material
editor, bulk conductivity 4069000 Sm/m, mass density 7800 kg/m3, composition – solid.
Magnetization coefficients (Kh = 233.89, Kc = 1.673, Ke = 0) were determined by
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Fig. 4. On the determination of the characteristic magnetization coefficients.

setting a series of specific loss curves at different frequencies in the material properties
Core Loss at One Frequency (Fig. 4).

This completes the basic settings of the project, after validating the project, it becomes
possible to export it to one of the available formats, in this case – ANSYS Maxwell 2D
[19, 20].

3 Model Setup in ANSYS Maxwell

Configuration, excitation settings,winding parameters,material properties and boundary
conditions in ANSYSMaxwell are automatically generated during export from ANSYS
RMxprt (Fig. 5).

Since the machine is symmetrical, it is automatically divided into sectors according
to the number of poles (in this design – 1/8 part), the full configuration is considered
already at the post-processing stage after the field calculation.

To obtain the system of algebraic equations for further solving, the geometry task
is divided by Maxwell masher into a small elements. All models’ solid entities are split
with triangles of the equal size. The set of all triangles is referred to the model finite
element mesh, or in other words – the mesh.

In ANSYS Maxwell the field distribution in each element is approximated with a
second order quadratic polynomial equation, shown in [21]:

Az(x, y) = a0 + a1x + a2y + a3x
2 + a4xy + a5y

2.

Field quantities are calculated for 6 points (3 corners and 3 midpoints) in 2D area.
Field quantities inside of each triangle are calculated using a second order quadratic
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Fig. 5. Model 1/8 of the car in Maxwell 2D.

interpolation approach. In calculation Maxwell uses finite element method variational
principle: Poisson’s equation ∇2A = −µJ is replaced with energy functional [20]:

F(A) = 1

2

∫ (∇A ◦ ∇A

µ
+ A ◦ J

)
dV .

Functional F(A) in [20] is minimized with counting the value A at each node in every
mash triangle. After that, over all the triangles, the obtained result in a view of a matrix
equation [S][A] = [J] solved using standard matrix solution way:

• Sparse Gaussian Elimination (direct solver);
• Incomplete Choleski Conjugate Gradient Method (ICCG iterative solver).

FEM error evaluation used to approximate solution back into Poisson’s equation:

∇2Aapprox + µ J = R.

Because A is a quadratic function, R has a constant value in each mash triangle. The
local error in every triangle is direct ratio to R.

In addition to the above, Maxwell creates report templates, which, however, are
not enough to obtain advanced parameters of the modeled object. The Field Calculator
was used to obtain additional calculated parameters. Field calculators has a number of
quantities. A feature of this tool is the use of reverse mathematical notation.



196 V. Pliuhin et al.

Table 2 shows the expressions generated in the field calculator.

Table 2. ANSYS field calculator expressions.

Parameter name Variable Expression

Active looses in rotor Prot *(Integrate(Volume(Rotor),
Ohmic_Loss), 8)

Current in rotor Irot Integrate(Surface(Rotor),
ScalarZ(<0, 0, Jz>))

Square of current in rotor Irot2 *(Irot, Irot)

Rotor’s resistance R2 /(Prot, Irot2)

Module of squared current in rotor Irot2abs Abs(Irot2)

Ohmic losses in rotor P2_smooth Integrate(Volume(Rotor),
Ohmic_Loss)

Ohmic looses in 1/8 rotor part Prot1 /(Prot, 8)

Rotor’s resistance in 1/8 rotor part R21 /(Prot1, Irot2)

Rotor core looses Pcore *(Integrate(Volume(Rotor),
Core-Loss), 8)

Core resistance R2c_coreloss /(+(Prot, Pcore), Irot2)

RMS current in rotor Irot_rms /(Irot, sqrt(2))

Square of RMS current in rotor Irot2_rms *(Irot_rms, Irot_rms)

RMS resistance in rotor R2_rms /(Prot, Irot2_rms)

Solid looses in rotor SolidLoss1 /(*(Integrate(Volume(Rotor),
Pow(ScalarZ(<0, 0, Jz>), 2)), 8),
4069000)

Total RMS resistance in rotor R2_solid_rms /(SolidLoss1, Irot2_rms)

Total looses in rotor TotalLoss1 *(Integrate(Volume(Rotor),
Total-Loss), 8)

The last modification of the auto-generated project concerned the setup of the model
movement system (Fig. 6). In addition to setting the zero-starting speed of the rotor, the
moment of inertia of the rotor was set 7.0 kg m2 and expressions for mechanical load:
if (time > 0.2, –120, –10).

Here, up to a time of 0.2 s, the loading torque is 10 Nm, after, according to the set
condition, it is 120 Nm. The sign “–” in the expression considers the application of the
loading torque, opposite to the direction of rotor rotation.
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Fig. 6. Model motion system settings.

An additional expression was made to calculate the amount of slip:

slip = (ns − n)/n,

where ns is the field rotation speed in rpm, n is the rotor moving speed, rpm.
In ANSYS RMxprt/Maxwell this equation represented as

(750 rpm − Moving.Speed)/750 rpm.

The rpm notation in this expression is required, otherwise the number is incorrectly
converted to speed format in rpm units.

4 Simulation Results

Modeling in ANSYS Maxwell 2D was performed in a time range of 6 s with a step of
0.0002 s. On a laptop with a mobile processor Intel(R) Core (TM) i5-8250U 1.6 GHz (8
cores / 4 threads) / 16 Gb RAM / SSD, considering the enabled HPC function and saving
field patterns every 1000 steps, the calculation of 30000 iterations took 1 h 56 min.
Simulation results are shown in Fig. 7, 8, 9, 10 and 11.

Fig. 7. Currents in the stator winding (starting part shown)
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Fig. 8. Moving torque vs slip [equation: (750 rpm – Moving.Speed)/750 rpm].

Fig. 9. Moving speed vs time.

Fig. 10. Losses: solid, stranded in rotor, core.

According to postprocessor analysis, the modulus of force applied to the rotor is
5730 N, the torque is 126 Nm. Ccomparison chart of experimental and calculated data
is shown in Fig. 12 [12, 15, 16, 22].
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Fig. 11. Flux density distribution.

Fig. 12. Comparative diagram of experimental and simulation results.
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5 Conclusion

In this paper, the issues of practical modeling of electromagnetic processes in a screw
induction electric motor are considered. The specifics of the project configuration con-
sisted in the sequential formation of the model from the ANSYS RMxprt template to
the 2D object in ANSYS Maxwell.

The use of a field calculator to generate equations that complement the standard
ANSYS Maxwell expressions is shown, which made it possible to obtain values for
machine losses, resistances, current and other parameters.

Attention is paid to setting the motion module to consider the moment of inertia of
the rotor, the starting speed and the initial angular position, the conditional setting of the
machine load torque.

The obtained simulation results allow to get a complete picture of the state of the
machine in the start-up mode from zero speed to reaching the working load. Evaluation
of the experimental data allows to conclude that the results obtained experimentally are
adequate.

Further research of the authors consists in modeling the electromagnetic transient
processes of machines with a solid rotor in 3D, as well as creating a motion simulation
based on objects imported from ANSYSMaxwell sheet using the ANSYS TwinBuilder
(Simplorer) software package.
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Abstract. Based on the “accurate” electrodynamic model of Uzal-Cheng-Dodd-
Deeds in the interpretation of Theodoulidis, a computer model in the MathCAD
software package was created. It allows modeling the measurement process with
a surface eddy current probe for objects with continuously changing properties
of electrophysical parameters with their piecewise constant approximation. The
software product is necessary for the development of a highly productive neural
network metamodel which is used to implement the simultaneous inverse iden-
tification of the electrical conductivity and magnetic permeability profiles in the
process of physical measurements by eddy current probe in real time. The meta-
model, which is a model for a model, performs the functions of a carrier of a priori
information about the test object obtained at the preliminary preparatory stage
as a result of modeling using an “accurate” physical model. This allows us to
collect information about the response of the signal of the probe when measuring
conditions change, for example, the frequency of excitation of eddy currents in
the object, the size of the lift-off between the probe and the conductor surface,
varying the profiles of electrophysical parameters, etc. The implementation of the
metamodel on neural networks allows us to make it highly productive in the com-
putational sense and use their generalizing properties when constructing it. The
computer model was verified by comparing the calculation results for simple mea-
surement cases in the COMSOLMultiphysics software package, which confirmed
its sufficiently high accuracy and adequacy. A number of computational experi-
ments with its application have been carried out. They have shown the possibility
of distinguishing profiles of electrophysical parameters.

Keywords: Reconstruction · A priori information · Metamodel · Surface probe

1 Introduction

To increase the service life of products in the engineering industry and improve their
reliability, technological methods for improving the surface are often used, leading to a
change in the structure of the productmaterial in a shallownear-surface region. Structural
modifications can also be caused by thermal, mechanical, chemical, including uncon-
trolled effects that occur at the stages of operation and manufacture of products. Direct
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methods of fixing changes in the structure of products are not always acceptable for a
number of objective reasons. At the same time, due to the existing rather complex, essen-
tially nonlinear correlation dependence between structural changes and electrophysical
parameters of the product material, namely electrical conductivity and magnetic perme-
ability, it is possible not only to track them, but also to quantify them. In this sense, it
is of great practical interest to identify the profiles of electrophysical parameters based
on the results of measurements by non-destructive methods, in particular eddy current
methods, fromwhich it is possible to draw conclusions about the features of the physical
processes that led to structural variations [1, 2]. For example, this allows non-destructive
methods to test the quality of the technological process of thermal or mechanical hard-
ening of the surface. To increase the reliability of the conclusions, it is very important
to reconstruct the profiles of all electrophysical parameters simultaneously within the
framework of a single real-time measurement with an eddy current probe.

2 Literature Review

At themoment, a number of approaches andmethods are known for solving the problem.
Researchers have proposed a variety of solutions to the problem, analyzing which one
can note the desire to use multi-frequency measurement methods, improved designs
of eddy current probes, which are distinguished by a significant complication of their
designs, the use of the phenomena of invariance of definite electrophysical parameters
under certain conditions during measurements, or other compensation effects.

In studies [1, 3–5] the authors propose to use the approach with multi-frequency
excitation of eddy currents for measurements. This complicates the implementation of
the approach due to a number of aspects. In turn, the papers [6–8] demonstrate the possi-
bility of using eddy current probes with rather complex designs for solving the problem,
containing a much larger number of constituent elements compared to classical ones.
Obviously, their manufacture is associated with a number of technological difficulties.
The use of the phenomenon of invariance as in works [9, 10] and compensation tech-
niques [11], as a result, narrows down the possibilities of carrying outmeasurements only
towards one electrophysical parameter. As a rule, the integral values of the parameters
of the test objects are mainly determined. Problems of reconstruction of their profiles,
i.e. dependences of parameters as a function of one of the coordinates are considered
much less frequently.

In the algorithms for solving inverse problems, which include the profile identifica-
tion problem under consideration, the main attention is drawn to optimization methods.
To do this, the model of the direct problem is repeatedly used, the results of the solution
of which are considered to be the proposed option for restoring the desired profiles.
The optimization algorithm provides for the minimization of root-mean-square or other
deviations of the candidate solution frommeasurements when varying by a set of electro-
physical parameters [1, 3, 12–14]. It should be noted that this makes it almost impossible
to solve the problem in real time.

All the approaches under consideration are united by one general idea of obtaining
additional information about the test objects, which is carried out directly during mea-
surements. This is a limiting factor that also makes it difficult to solve the problem in
real time.
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The authors proposed in [15, 16] an alternative idea, which consists in a priori accu-
mulation of additional data about objects in previously created neural network meta-
models distinguished by high computational productivity, which is especially important
for inverse identification. It has been implemented in relation to cylindrical test objects,
but can also be applied to plane objects. As a result, the ability to make measurements to
identify profiles of electrophysical parameters in real time can be significantly improved.

Thus, as a result of the analysis of recent studies devoted to this issue, themain trends
in improving methods for measuring the electrophysical parameters of the material of
objects have been established, which should be considered as inverse measurement
problems. Their inherent shortcomings are revealed, the elimination of which makes it
possible to achieve greater efficiency in solving these problems in real time.

3 Problem Statement

The use of a priori accumulated data on the test objects involves obtaining information
about the carrying out measurements as a result of a series of computational experiments
using amodel of themeasurement processwith their subsequent saving in themetamodel.
As a metamodel, it is considered an approximation highly productive in a computational
sense model for an “accurate” physical model of the process of measuring the profiles
of electrophysical parameters, i.e., model for model [17]. In the process of information
accumulation, possible options and conditions for measurements are simulated, such
as, for example, a variation in the conductivity and permeability profiles, followed by
recording the amplitude and phase of the output signal of the eddy current probe, changes
of the excitation current frequency, simulations of the measurements with different lift-
offs between the probe and the surface of the object, etc. The fact of accumulation of such
information and its availability before measurements is the main distinguishing feature
of this approach, which makes it very effective. The neural network implementation of
the metamodel is also important, since it makes full use of the generalizing properties
of artificial neural networks.

The purpose of this article is to create a computer model in the form of a software
package that implements an “accurate” electrodynamic model of the measurement pro-
cess using surface eddy current probe as the basis of a method for the simultaneous
identification of profiles of electrophysical parameters with a priori accumulation of
information necessary to build a metamodel and study the possibility of distinguishing
profiles during measurements at different frequencies of excitation of eddy currents.

4 Mathematical Model Formulation

4.1 “Accurate” Electrodynamic Model

Due to high versatility among currently known mathematical models of the process of
eddy current measurements with a surface probe the preference was given to the Uzal
[18] – Cheng [19] – Dodd – Deeds model [20, 21] in the interpretation of Theodoulidis
[22]. It uses a simplified piecewise constant representation of continuously changing
electrophysical parameters inside the test object. As a result, the near-surface layer of



Inverse Multi-parameter Identification of Plane Objects 205

the object is considered conditionally multilayered, and the electrophysical parameters
are assumed to be constant in each layer. In Fig. 1 shown the geometric model of a
surface eddy current probe above a multilayer test object.

Fig. 1. Geometric model of a surface eddy current probe.

The mathematical model is constructed with following assumptions: media are con-
sidered linear, homogeneous and isotropic; excitation current I varies sinusoidally with
angular frequencyω. The excitation coil has a rectangular cross section and is character-
ized by a current density ι0 homogeneous in cross section and a number of turnsN. In all
areas indicated in (see Fig. 1) the vector potentialA, excited by a point source, is described
by the Helmholtz partial differential equation written in a cylindrical coordinate system:

∂2A

∂r2
+ 1

r
· ∂A

∂r
− A

r2
+ ∂2A

∂z2
= k2 · A − μ0 · I · δ(r − r0) · δ(z − z0), (1)

where k2 = j · ω · μr · μ0 · σ ; j = √−1; δ is the Dirac delta function; r0, z0 are the
location coordinates of a point source of electromagnetic field; μ0 = 4·π·10–7 H/m is
the magnetic permeability of free space.

The general solution of Eq. (1) has the following form:

A(r, z) =
∞∫

0

[A(κ) · J1(κr) + B(κ)·Y 1(κr)] · [
C(κ)·eλz + D(κ)·e−λz]dk, (2)

where λ = √
κ2 + k2; J1, Y1 are first order Bessel functions of the first and second

kinds.
The unknown coefficients in Eq. (2) are found from the systems of equations written

for each media boundary based on the fulfillment of the boundary conditions for the
vector potential of the form:

[
A0 = A1

∂A0
∂z = 1

μr1
· ∂A1

∂z

]

z=0

and

[
At+1 = At

1
μt+1

· ∂At+1
∂z = 1

μt
· ∂At

∂z

]

z=−dt

. (3)
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The electromagnetic field in the air in the area below the excitation coil of the eddy
current probe is formed by the superposition of its two components: the coil field in
free space without a conductor and the field created by eddy currents induced in the test
object:

A0 = A(s) + A(ec). (4)

As a result, the mathematical model of the process of eddy current measurements
with a surface probe has the form:

A0 =
∞∫

0

J1(κr) · [
Cs·eκz + Dec · e−κz]dκ, (5)

Cs = μ0·ι0
2

· χ(κr1, κr2)

κ3 · (
e−κz1 − e−κz2

)
,

ι0 = N · I(r2 − r1)
−1 · (z2 − z1)

−1,

χ(x1, x2) =
x2∫

x1

x·J 1(x)dx,

z∫

0

x · J1(x)dx = −x · J0(x) +
z∫

0

J0(x)dx,

z∫

0

J0(x)dx = 2 ·
∞∑
k=0

J2k+1(z),

Dec = (κ · μr1 − λ1)·V 11(1) + (κ·μr1+)·V 21(1)

(κ · μr1 + λ1)·V 11(1) + (κ·μr1−) · V21(1)
·Cs,

V (1) = T (1, 2) · T (2, 3) · · · T (L − 2,L − 1) · T (L − 1,L),

T11(t, t + 1) = 1

2
·e(−λt+1+λt)·dt

(
1 + μt

μt+1
· λt+1

λt

)
,

T12(t, t + 1) = 1

2
·e(λt+1+λt)·dt

(
1 − μt

μt+1
· λt+1

λt

)
,

T21(t, t + 1) = 1

2
·e(−λt+1−λt)·dt

(
1 − μt

μt+1
· λt+1

λt

)
,

T22(t, t + 1) = 1

2
·e(λt+1−λt)·dt

(
1 + μt

μt+1
· λt+1

λt

)
,

λt =
(
κ2 + j · ω · μ0 · μt · σt

)1/2
, e = −j · ω · wu ·

∮
Lc
A0(P)dlp,

where wi is the number of turns in the pick-up coil of the probe; e is the electromotive
force induced in the pick-up coil of the probe; Lc is the pick-up coil contour of the probe.
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4.2 Verification of the Computer Model

Based on this mathematical model a software package was developed in MathCAD 15
package. Its verification was carried out for simple cases of representing the test object,
when the number of conditional layers was small. Test calculations were performed by
the finite element method implemented in the COMSOLMultiphysics software package
(AC/DCModule). The geometric model required for verification is shown in (see Fig. 2).
Some selective results of the postprocessor operation are illustrated in (see Fig. 3).

Fig. 2. Geometric model of a surface eddy current probe for test calculations in COMSOL
Multiphysics.

Fig. 3. Some results of calculations in COMSOL Multiphysics.

Comparative results of model calculations are given in Table 1, which contains the
calculation data of the component of magnetic induction Bz for a single-layer test object
at two control points at a height of z = 10–4 m above its surface. The maximum relative
error of calculations in amplitude is no more than 2%, and in phase is no more than 1%.
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The calculations were carried out with the following initial data: r1 = 30·10–3 m; r2 =
50·10–3 m; z1 = 1·10–3 m; z2 = 21·10–3 m; d1 = 5·10–3 m; f = 2·103 Hz; N = 100; I
= 1 A; μ = 1; σ = 3.774·107 S/m.

Table 1. Verification results for a single-layer test object.

No Watch point
coordinates r, m

Magnetic flux density (B × 10–5), z
component (T)

Relative error δ, %
amplitude/phase

Model MathCAD Model COMSOL

1 0.04 6.171483–4.718106i 6.239858–4.702572i 0.58/1.06

2 0.055 -9.361975 +
7.764341i

-9.636187 +
7.730765i

1.55/0.66

In Table 2 shown the results of calculating the values of the vector potential at
some observation points at a height of z = 0.25 10–3 m for the case of measuring the
parameters of a three-layer test object. Computational experiments were carried out
with the following initial data: r1 = 32·10–3 m; r2 = 50·10–3 m; z1 = 5·10–4 m; z2 =
18.5·10–3 m; d1 = 1·10–3 m; d2 = 2·10–3 m; d3 = 3·10–3 m; f = 1·103 Hz;N = 100; I =
1 A; μ1 = 2.995; μ2 = 2.98; μ3 = 2.956; σ1 = 9·106 S/m; σ2 = 3·106 S/m; σ3 = 8·105

S/m. In Fig. 4 illustrates an example of calculating the vector potential at observation
point No. 10 using COMSOL Multiphysics.

Table 2. Verification results for a three-layer test object.

No Watch point
coordinates r,
m

Magnetic vector potential (A × 10–6), phi
component (Wb/m)

Relative error δ, %
amplitude/phase

Model MathCAD Model COMSOL

1 0 5.75E–5–8.3E–6i 5.752E–5–8.307E–6i 0.045/0.051

2 0.003 0.3658229–0.852211i 0.3597293–0.8519324i 0.286/0.507

3 0.006 0.7469848–0.1725237i 0.7495717–1.725225i 0.054/0.109

4 0.009 1.202462–2.640916i 1.202280–2.640843i 0.0048/0.004

5 0.012 1.754389–3.618694i 1.755918–3.618609i 0.015/0.031

6 0.015 2.45876–4.676426i 2.457401–4.676552i 0.0098/0.022

7 0.018 3.363676–5.827209i 3.364803–5.827082i 0.0067/0.015

8 0.021 4.551144–7.076252i 4.550309–7.076259i 0.142/0.08

9 0.024 6.102589–8.414455i 6.102879–8.414458i 0.0016/0.0023

10 0.025 6.724–8.876i 6.719582–8.875551i 0.027/0.032

11 0.027 8.125535–9.808598i 8.126259–9.808655i 0.0039/0.0046

12 0.003 10.76489–11.18601i 10.72730–11.18507i 0.172/0.212
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Fig. 4. Example of calculating the vector potential at observation point No. 10.

The maximum relative error in calculating the values of the vector potential in the
entire set of observation points is no more than 0.2% in amplitude, and no more than
0.5% in phase. This indicates the adequacy of the developed software and the accuracy
of the calculations.

5 Computational Results

Using the developed software as a research tool, a numerical simulation of the measure-
ment process with a surface eddy current probe for objects with the same geometry, but
different profiles of electrophysical parameters was carried out (see Fig. 5). The thick-
ness of the near-surface layer was taken equal to 3·10–3 m, the number of conditional
layers of partitions in the area of profile study was 20. The rest of the input data for the
excitation system of the probe were taken the same as in the previous model calculation,
except for the values of the electrophysical parameters. Their values are given in Table 3
and Table 4, and the data in Table 4 remained unchanged for both the first and second
computational experiments. Data for the pick-up coil: radius r = 25·10–3 m, placement
height z = 0.25·10–3 m, number of turns – 50.

The simulation was carried out by varying the excitation frequency of eddy cur-
rents. Figure 5 shows the results of the recorded probe’s signals. The obtained depen-
dences illustrate the potential possibility of distinguishing the profiles of electrophysical
parameters.

Table 3. Conductivity profiles for model experiments.

No 1 2 3 4 … 17 18 19 20

Model 1 σ1 × 104 684.5 640.2 572.6 489.9 … 6.042 5.474 5.206 5.086

Model 2 σ2 × 104 696.1 684.5 665.7 640.2 … 141.8 117.3 96.22 78.25

Table 4. Permeability profile for model experiments.

No 1 2 3 4 … 17 18 19 20

Model 1
Model 2

μ1 29.83 29.35 28.56 27.5 … 6.7 5.68 4.8 4.05
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Fig. 5. Simulation results of the measurement process for objects with different profiles of
electrophysical parameters.

6 Conclusion

Summarizing, we can note that the studies carried out using the developed software
package have shown that there are frequency ranges of excitation of eddy currents,
which are more favorable for distinguishing profiles of electrophysical parameters. Of
course, these studies require more attention, since they should be carried out separately
for magnetic and non-magnetic materials. At the same time, it should be noted that
the obtained results do not contradict the known facts, indicating significant difficulties
in simultaneously distinguishing between the conductivity and permeability profiles at
low frequencies. The created “accurate” electrodynamic model allows, based on the
developed effective plan of computer experiments [17], to build a highly productive
neural network metamodel, which is a carrier of a priori information about the test
object, with its subsequent application at the stage of inverse identification of profiles
of electrophysical parameters based on the results of physical measurements by an eddy
current probe in real time.
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Abstract. The aim of this paper is to analyze the use of surveillance devices in
modern digital electric drives with the prospect of modernization of existing DC
drives used in the metallurgical industry of the Dnieper region of Ukraine and
develop a mathematical model of electric drive with adaptive observer identifi-
cation of basic coordinates. The urgency of the work is justified, given the large
number of outdated control systems for DC electric drives at metallurgical enter-
prises in the Dnieper region. There are even drives with a generator-DC motor
system in the presence of thyristor converters in the excitation windings of motors
and generators, such as a generator system – a blooming DC motor 1050 in a
rolling shop №1 PJSC “Dnieper Metallurgical Plant”, a generator system – DC
motor rolling shop of PJSC “Dnieper Metallurgical Plant”. There are also more
modern – for example, digital system thyristor converter –DCmotor of the electric
drive of a calibration condition in the conditions of rolling shop №7 INTERPIPE
NIKO TUBE, Nikopol. The power of the main drives is from 80 kW to 8 MW.
Also, the aim of the work is to create a general classical mathematical model of the
DC electric drivewith observers to identify such parameters as themoment of iner-
tia, the resistance of the armature circuit. The obtained results give an idea of the
interdependence of the main parameters of the electric drive, which characterize
and influence the dynamic properties of observers – the roots of the characteris-
tic equation, structural coefficients, the frequency of undamped oscillations. The
practical value includes recommendations for adjusting the control circuits for
regenerative monitoring devices, the coordinates of the electric drive, which are
obtained as a result of research on a mathematical model. The recommendations
can be used as input, for example in the configuration of control systems, control
circuits for digital complete DC electric drives in environments such as the TIA
Portal Siemens before the first start-up of electric drives in the plant.
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1 Introduction

At present, the metallurgical enterprises of the Dnieper region have a lot of control
systems for DC electric drives, mainly they are used in rolling shops. They are found
as obsolete – based on generator-motor systems and relatively new systems thyristor
converter –DCmotor. Based on this, the urgency ofmodernization of such electric drives
is quite reasonable, given that their structure includes linear regulators, the parameters
of which are set during commissioning are not optimal and this reduces the energy
efficiency of the unit. For example, in the conditions of PJSC INTERPIPE “NTRP”,
the main electric drive of long-term calibration state uses a DC motor with a capacity
of 480 kW with a generator-DC motor system, and the main drive of the piercing state
has a DC motor with a capacity of 3150 kW – with a converter system direct current.
In the conditions of INTERPIPE NIKO TUBE drives of a direct current of a piercing
state (3680 kV), the automatic machine of a state (2300 kW), a rolling state (630 kW),
a continuous state (1900 kW), a reducing state (1400 kW), a calibrating state (600 kW)
are used.

Replacement of analog control systems for such electric drives and obsolete discrete
ones with new modern optimal control systems is a promising area of modernization.
Such control systems include observers as debuggingmodels for the facility. A necessary
condition here, of course, is the presence of an adequate mathematical model of the
mechanical part of the electric drive.

In adjustable DC electric drives, the characteristics of motors are determined by
electromagnetic parameters (active and inductive windings, time constants, magnetic
flux), which may differ from the catalog data due to the instability of the technological
process. The actual values of the electromagnetic parameters of DC motors allow us to
draw conclusions about their technical condition and, if necessary, adjust the process.
In addition, during operation, the current values of the parameters also depend on the
load modes and thermal state of DC motors, so it is desirable to monitor the parameters
in real time using current information to control, diagnose and protect the electric drive
[1–3].

Due to the technical complexity or impossibility of direct measurement of traffic
police parameters directly in the process of its operation, it is advisable to use a moni-
toring device, the operation of which is as follows: measured input and output signals
of DC motor, and then, using identification methods, evaluate its parameters [4].

Models of adaptive control systems with observing devices for identifying the
moment of inertia, resistance of the motor armature circuit and when combined in
the observer system of full order [1] and its adaptation to changes in the resistance
of the motor armature circuit are considered. Such a system can be used in the case of
a previously unknown change in the resistance of the armature circuit due to the unsta-
ble ambient temperature, which leads to a change in the temperature of the armature
winding, and hence to a change in resistance.
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2 Literature Review

The use of state observers for a two-mass DC electric drive with the possibility of
studying the change in the ratio of the moments of inertia of the two masses of the
electric drive to reduce speed fluctuations and inconsistencies in the speeds of these
masses are considered in [5]. Here is a mathematical model of a full-order observer who
uses the measured armature current and supply voltage to change the speed task instead
of measuring it directly. Also, the use of an adaptive observer to estimate the speed of
the DC drive without a speed sensor is considered in [6].

The issues of robust design of an observer for a DC electric drive with internal
load control by a new method based on previously unknown input parameters to assess
unmeasured perturbations are considered in [7]. Problems of speed sensor failure and
control without it using a state monitor are considered in [8]. The proposed solution
allows to provide (restore) engine speed and identification of armature resistance, which
is important when operating the engine in variable temperature modes. The stability of
the observer is provided by the Lyapunov criterion [9, 10]. In [11], instead of using
traditional linear regulators, a fuzzy logic controller in the sensorless control system of
a DC motor of independent excitation was proposed, which allowed to improve such
technical criteria as overregulation and time of setting the motor speed characteristic.

The issue of designing state monitors to control the DC electric drive without the
use of a current sensor is considered in [12]. The proposed observers evaluate the pertur-
bations by reference acceleration, voltage and response to acceleration using the engine
model. Back in the 90’s there were attempts to design DC drives with control from fuzzy
logic systems [13]. The proposed fuzzy control DC system has a speed controller with
a load monitor, which is needed to eliminate the steady speed error.

In [14], a method of detecting a fault in order to detect a failure of the belt in
the DC drive with the transfer of inertial load through the belt. This method uses a
proportional observer of reduced order, developed using the methods of differential
algebra. In [15, 16] the control strategy based on linearization of feedback with its
use for electric drives of direct current with the matrix observer of identification of
electric and mechanical dynamics of the drive is presented. An attempt to use nonlinear
adaptive controllers at an unknown load moment in a DC drive to control motor speed is
considered in [17]. The unknown parameter is the moment estimated through the law of
adaptation, and the stability of the whole system is ensured on the basis of the Lyapunov
control function. Another attempt to use fuzzy logic in the control system of the DC
drive is given in [18]. It uses a combined adaptive DC system with a step-down power
converter controlled by high-frequency pulse-widthmodulated signals received from the
proportional-integral-differential controller.

It is important to consider the modes of operation of the converter in DC control
systems. In [19], an adaptive current regulator of aDCmotorwith independent excitation
with a thyristor converter using z-transform was designed. The dynamic characteristics
of the adaptive controller are constant for the operation of the converter in the modes
of continuous and intermittent currents. This controller can be used for a four-quadrant
DC drive with the requirements of accurate and optimal speed control.
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Existing control systems for DC electric drive are usually built on the principles of
subordinate coordinate control, and the use of observing devices or modified regulators
in the control circuits depends on each situation. In [20, 21] the authors considered the
position control system of the DC electric drive and proved that the use of proportional-
integral-differential algorithm and linear quadratic controller with approach to the state
space is sufficient to minimize control errors and inconsistencies.

Paper [22] presents the results of modeling of controlled DC machines powered
by thyristor converters in intermittent mode without the use of feedback signals on
current and speed. The proposed observer calculates the average value of the intermittent
current depending on the generated thyristor opening angle and the change in the current
flow angle. Issues of identification of perturbing influences from the mechanical part of
the electric drive using an observer are considered in [23, 24]. In [25], a comparative
evaluation of the problems of integrating the equations of state observers with the study
of sampling methods for the accuracy of integration. Here we compare the methods of
Euler, Tastin and vice versa rectangular method in terms of accuracy of integration with
the provision of recommendations for their use.

Problems of modeling observers with the use of additional feedback are also con-
sidered in [26, 27]. The use of observers is appropriate where the installation of sensors
of the coordinates of the electric drive is complicated by the operating conditions of the
electric drive, such as the operation of mechanisms in conditions of vibration, significant
shock loads, temperatures [28–30]. The general tasks of work concern: maintenance of
change of parameters of regulators, at invariable dynamic properties of system; automatic
search of optimal operating conditions of the system according to a certain criterion in
the absence of initial information about the parameters of the electric drive and external
perturbations [31]. The main task of this work is to develop a mathematical model of the
DC electric drive that would restore the basic coordinates of the electric drive through
the use of appropriate observers. The idea of supplementing the mathematical model [5]
with observers to identify the resistance of the armature circle and the moment of inertia
will expand the possibilities of applying previously obtained results.

3 Research Methodology

If an unknown change in the moment of inertia occurs in the DC power line system,
information from the monitoring device of the moment of inertia identification is used in
the control system to stabilize the dynamic characteristics of the drive. We consider the
motor current as the influence of control, and the motor speed as the output coordinate.
The unknown linear part of the object is characterized by a transfer function:

W (p) = KF

J1 · p = b

p
. (1)

The parameter b belongs to the identification. The block diagram of the observer is
indicated by the OS1 block (see Fig. 2).
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The algorithm of the observer’s identification of the moment of inertia is described
by the equation:

⎧
⎪⎪⎨

⎪⎪⎩

d ω̂

dt
= (

KF

Ĵ
) · Ia + λ · Ks1 · (ω − ω̂);

d KF
Ĵ

dt
= β · Ks1 · Ia ·

(
ω − ω̂

)
.

(2)

The b̂ score is used to set up the proportional speed controller RS2 (see Fig. 2).
The standard adjustment of the current control circuit RC2 (see Fig. 2) according to the
modular optimum is performed.With an unknown law of change of themoment of inertia
of the electric drive, the adaptive system will have constant dynamic characteristics due
to the adjustment of the gear ratio of the speed controller.

An example of calculations in the form of a m-file Matlab electric drive with an
adaptive monitoring device to identify the moment of inertia is shown in Fig. 1.

Fig. 1. Example of calculations in the form of the m-file of the Matlab of the electric drive with
the adaptive monitoring device of identification of the moment of inertia

As an example, a DC motor with a capacity of 85 kW, rated current 436 A, supply
voltage 220 V, speed 750 rpm. The speed control limit is set at 10 V. Values of unknown
observer parameters: λ = 1000, β = 1. Braking start time t1 = 1 s. Transition cal-
culation time – 2 s. Step of calculating differential equations – 0.0005 s. Calculation
method – Runge-Kutta 4th order.
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Mathematical S-model of adaptive to the moment of inertia control system and the
classical system of subordinate control of engine speed are shown in Fig. 2.

Fig. 2. Mathematical S-model of the control system of adaptive to change of themoment of inertia
and classical system of the subordinate control of speed of the DC motor.

Graphs of transients on the speed and current of the adaptive to the moment of inertia
of the system are shown in Fig. 3. In Fig. 3 marked: 1 – speed task; 2, 3 – speed when
using and without the adaptive OS1 observer; 4, 5 – motor current when using the OS1
adaptive monitor and without it. In Fig. 4 shown the S-model of the speed controller
RS2 (see Fig. 2).

Fig. 3. Graphs of transients in speed and current adaptive to changes in the moment of inertia of
the system.
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Fig. 4. S-model of the RS2 speed controller

In Fig. 5 shown the S-model of the observer OS1 (see Fig. 2). It is possible to estimate
the moment of inertia J2 on the signal KF/J2.

Fig. 5. OS1 observer S-model.

The S-model of the system adaptive to the resistance of the armature circuit of the
motor is shown in Fig. 6. The initial data for the S-model are calculations in the form of
an m-file (see Fig. 1).

Fig. 6. S-model adaptive to the change in resistance of the armature circuit of the motor system.

In Fig. 7 shown the S-model of the current regulator PC2 (see Fig. 6).
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Fig. 7. S-model of current regulator PC2.

The S-model of the electric speed control system adaptive to changes in the moment
of inertia and resistance of the motor armature circuit is shown in Fig. 8. Graphs of
transients in the electric drive with adaptive to the change of moment of inertia and
resistance of the armature circuit control system are shown in Fig. 9.

Fig. 8. S-model of the electric speed control system adaptive to changes in the moment of inertia
and resistance of the armature circuit of the motor.

Fig. 9. Graphs of transients in the electric drive with adaptive to the moment of inertia and
resistance of the armature circuit: 1 – speed task; 2 – motor current; 3 – speed.
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Fig. 10. S-model of the system of adaptive to change of resistance of a circle of an armature of
the motor of the electric drive with the observer of full order.

The S-model of the system of adaptive to change the resistance of the armature circuit
of the electric motor with a full-order observer is shown in Fig. 10. Graphs of transients
in speed and current adaptive to the change in resistance of the armature circuit of the
engine speed control system with a state observer when operating under rated load are
shown in Fig. 11.

Fig. 11. Graphs of transients on speed and current adaptive to change the resistance of the armature
circuit of the DCmotor of the speed control systemwith a conditionmonitor when operating under
rated load.

The load occurs at a time of 2 s. There is no static speed error even if there is
a proportional speed control. This is explained by the fact that the system uses two
adaptive observing devices that quickly restore the corresponding coordinates of the
electric drive. There is a slight fluctuation in current.
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4 Results

The developed mathematical model of the electric drive (see Fig. 2) gives the chance at
the unknown law of change of the moment of inertia of the electric drive to have constant
dynamic characteristics due to change of a transfer factor of the regulator of speed RS2.
This is relevant for gearless tracking electric drives, where parametric perturbations of
the system may occur due to the variable nature of the motor excitation flow. And the
identification of the KF parameter makes it possible to make adjustments to the system.
Themodel of the electric drive (see Fig. 5) gives the chance at the unknown law of change
of resistance of an armature of the motor to have constant dynamic characteristics due
to change of a transfer factor of a regulator of current RC2.

The developed S-model [5] included a complete OS2 observer. It has been improved
(see Fig. 10) by supplementing the adaptive observer to identify the resistance of the
OS1 armature circuit. It is now possible to stabilize the dynamic characteristics of the
electric drive with an unknown change in the resistance of the armature circuit due to
the unstable ambient temperature.

These conclusionswere confirmedby the results of researchonmathematicalmodels.
The moment of inertia of the drive changed – the acceleration time to the nominal speed
tp and the maximum current of the Scope 2 motor, the maximum value of the Scope 1
moment of inertia estimation were compared (see Fig. 8). The resistance of the armature
circuit of themotor changed – tp and the time of the first achievement of the set resistance
of the armature circuit Scope 3 were compared (see Fig. 8).

5 Conclusion

A promising area of further research is the development of a mathematical model of the
mechanical part of the electric drive according to the technological task of the customer
and the use of the already developed mathematical model of the observing electric drive
with a specific model of the mechanical part of the drive.
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Abstract. This paper presents the process and results of developing a mathemat-
ical model of rod-type piezoelectric transducers, which are widely used in various
devices and systems that are part of smart technologies for urban engineering
and municipal economy (power supply devices for green and intelligent munici-
pal special vehicles, systems for high-precision control of environmental factors
affecting the critical infrastructure of the city, etc.). The physical processes taking
place in rod-type piezoelectric transducers operating in the mode of longitudinal
low-frequency oscillations are considered. The obtained analytical dependences
make it possible to determine themain operating parameters (modulus of electrical
impedance, frequencies of the first resonance and antiresonance, electromechani-
cal coupling coefficient, etc.) of rod-type piezoelectric transducer depending on its
operating frequencies and dimensions. As one of the practical results obtained in
the work, there is a proposed generalized algorithm for mathematical modeling of
rod-type piezoelectric transducer. Also, in the process of mathematical modeling
according to the above algorithm, the dependences of changes in the electrical
impedance modulus on the operating frequency of the electromechanical reso-
nance were obtained. The discrepancy between the mathematically calculated
and experimentally obtained values of the electrical impedance modulus of an
oscillating rod-type piezoelectric transducer in the operating frequency range up to
60 kHz, which have found application in smart technologies of urban engineering,
does not exceed 5.2%.

Keywords: Smart technologies · Urban engineering · Mathematical model ·
Piezoelectric ceramics · Rod-type piezo transducer

1 Introduction

The introduction of new approaches and social technologies to the development of soci-
ety in the areas of its informatization and virtualization involves the creation of new
management strategies in the interaction of the technopolis with the environment [1].
This is fully consistent with the Industry 4.0 initiative, which implies the need to develop
and implement new ideas to change the concept of urban infrastructure development [2].
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The latter consists in moving away from the traditional hierarchical management func-
tions of the urban economy on the part of the municipality towards their decentralization
and subsequent synchronization through the introduction of promising information tech-
nologies and innovative technical solutions. To date, the implementation of these ideas is
taking place within the framework of modern trends in introducing the Smart City con-
cept into the process of sustainable development of modern cities and megaregions [3].
However, this approach would not work without the involvement in the process of tech-
nical implementation of the Smart City concept of device elements and systems based
on new functional materials, the most promising of which are piezoelectric ceramics.

Distinctive features of piezoelectric ceramics is that this material has the ability
to convert energy in both directions (mechanical energy into electric field energy, and
vice versa, electrical energy into mechanical movement energy), has high sensitivity
and reliability. This allows the active use of electrical circuit components made of such
materials in the design of intelligent systems capable of changing their behavior based
on information received from the environment in real time [4–6].

There is a wide range of piezoelectric materials, as well as a variety of circuit solu-
tions for the practical implementation of piezoelectric transducers and devices based
on them, especially those that are used in critical city infra-structure systems (power
supply devices for green and intelligent municipal special vehicles, high-precision con-
trol systems for mechanical loads, flow meters, meteorological, seismic and vibration
control, etc.). This, of course, stimulates their further theoretical research, which con-
sists in mathematical modeling of the processes occurring during electromechanical
transformations of energy in piezoelectric materials. The ultimate goal of such mathe-
matical modeling of the physical state of vibrating piezoceramic elements is a qualitative
and quantitative description of the characteristics and parameters of electrical and elastic
mechanical fields arising in them [7], which should significantly reduce the time and cost
of calculating the operating parameters used in the development of new piezoelectronic
devices.

2 Review of the Problem in Smart City Conditions

Among modern firms and organizations that are investigating the problem of using
piezoelectric transducers in Smart City conditions and implementing devices based on
such transducers in a modern city, the following ones should be noted: TE Connectivity
(USA), PI Ceramic GmbH (Germany), Changzhou Keliking Electronics Co., Ningbo
Sanco Electronics Co. (China), Kingstate Electronics Corp. (Taiwan), et al., as well
as the work of the following scientists: Jettanasen et al. [8], Collins [9], Izadgoshasb
[10], Valtasaari [11] and others. The main obstacle in the development and distribu-
tion of devices for smart technologies of urban engineering, the key element of which
are piezoelectric transducers, is the complexity of the mathematical description of the
mechanism of operation of such transducers, which would allow taking into account
both electrical and mechanical processes occurring in them.

An analysis of recent research in this area has shown insufficient knowledge, and
sometimes the absence of an analytical and/or numerical description of mathematical
models of piezoelectric transducers of various designs and types, which would take into
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account the mechanical processes and phenomena occurring in piezoceramics, and the
nature of the relationship between these processes and electrical characteristics of the
piezoelectric material. Thus, in [12], the authors propose two methods for calculating
transfer functions, namely, the wave equation method and the method based on the
A-matrices of the regular line segment. At the same time, the proposed methods are
relatively simple for the analysis and calculation of the amplitude-frequency character-
istics of piezoelectric radiators. In [13], a combined piezoelectric element is simulated
taking into account its electrical and mechanical properties by applying a transfer matrix
model of describing the coupled bending vibration. On the basis of such transfer model,
an electromechanical coupling model of the proposed transducer is developed, which
makes it possible to study its dynamic behavior.

However, despite the prospects of the calculation methods and mathematical models
proposed above, as well as a number of other effective methods for modeling piezo-
electric transducers (for example, modeling using the finite element method described
in [14], which allows a three-dimensional analysis of the effect of various limiting con-
ditions of electromechanical coupling on voltage distribution, electric field strength and
electric displacement in the piezoelectric transducer), it should be noted that today there
is no algorithm for calculating the components in such mathematical models, which
would have a generalized form for all sizes of rod-type piezoelectric transducers. That
is why, in order to expand the possibilities of practical application of rod piezoelectric
transducers in smart technologies for urban engineering, it is necessary to carry out
mathematical modeling and compile its generalized algorithm, according to which the
main operating parameters of these transducers can be determined with high accuracy
and reliability.

The aim of the paper is to develop a mathematical model of rod-type piezoelectric
transducers, the use of which will allow obtaining high-precision and reliable values of
the main operating parameters of such transducers, which will expand the possibilities
for their further practical application in smart technologies for urban engineering and
municipal economy.

3 Piezoelectric Rod-Type Transducers Mathematical Model

Let us consider a rod (Fig. 1) made of PZT-type piezoelectric ceramics [15] polarized
along the axisOx3. With the indicated polarization direction, the matrix of piezoelectric
modules in the rod material shall be written as:

∣
∣ekβ

∣
∣ =

∣
∣
∣
∣
∣
∣

0 0 0 0 e15 0
0 0 0 e24 0 0
e31 e32 e33 0 0 0

∣
∣
∣
∣
∣
∣

, β ⇔ i, j, (1)

where e15 = e24 = (e33 – e31)/2 and e31 = e32 �= e33.
Let us assume that the surfaces of the rod x3 = ± α are covered with a thin layer of

metal [16] and the electric potential differenceU0eiωt is applied to them (U0 is amplitude;
i = √

-1; ω is angular frequency of the charge sign reversal; t stands for time), which
is induced by an external generator of electrical signals. The amplitude of the external
electric field is solely determined by the axial component of the strength vector E3

* =
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Fig. 1. Calculation scheme for a piezoceramic rod.

–U0/2α (Fig. 1). Since the piezoelectric properties of the rod material are defined by
matrix (1), it can be argued that the Coulomb forces created by the external electric
field will cause the rod to perform compression-tension oscillations along the axes of
the Cartesian coordinate system (x1, x2, x3) (Fig. 1) [17]. With this type of stress-strain
state, there are no shear deformations, and the stress tensor is determined by the diagonal
components of the matrix, i.e., by quantities ε11, ε22, and ε33.

The amplitude value of the component of the electric induction vector normal to the
metalized surfaces of the rod in the problem under consideration shall be determined as
follows

D3 = e31(ε11 + ε22) + e33ε33 + χε
33E3, (2)

where ε11 = ∂u1/∂x1; ε22 = ∂u2/∂x2; ε33 = ∂u3/∂x3 are amplitudes of harmonically
time-varying strains; uk (k = 1, 2, 3) stands for amplitudes of the displacement vector
components of the material particles of the rod that satisfy the equation of motion
(Newton’s second law in differential form), i.e.

∂σij/∂xj + ρ0ω
2ui = 0, (i, j = 1, 2, 3), (3)

where σij are amplitudes of resultant elastic stresses in the rod material; E3 is amplitude
of the axial component of the strength vector of the resulting electric field. When writing
relation (2), as in all further entries, material constants of the same magnitude will be
denoted by the same symbols (see the first term in formula (2)).

Since σij = cijklE εkl – ekijEk , where cijklE is the matrix of elastic module, then

σ11 = cE11ε11 + cE12(ε22 + ε33) − e31E3, (4)

σ22 = cE22ε22 + cE12(ε11 + ε33) − e32E3, (5)

σ33 = cE33ε33 + cE12(ε11 + ε22) − e33E3, (6)

σij = σβ = 0 ∀i �= j. (7)
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The resulting stresses σij must satisfy Newton’s third law on the side surfaces of the
rod. We will assume that the rod is suspended on thin threads in vacuum, which means
no forces act on it from the side of the environment. Since the action force is equal to
the reaction force, it is necessary to require the fulfillment of the following conditions
on the boundary of existing solutions to Eqs. (3), i.e., on the side surfaces of the rod:

σijni = 0 ∀ xk ∈ S, (8)

where ni are components of the unit normal vector to lateral surface S bounding the
volume of the rod.

Setting equal to zero the left parts of expressions (4) and (6), we obtain a system of
equations for determining strains ε11 and ε33 through longitudinal strain ε22 and axial
component E3 of the strength vector of the resultant electric field.

Having performed the necessary calculations, we obtain the following relations to
calculate strains ε11 and ε33:

ε11 =
{[

− cE12c
E
33 +

(

cE12

)2
]

ε22 +
(

e31c
E
33 − e33c

E
12

)

E3

}

/	0,

ε33 =
{[

−cE12c
E
11 +

(

cE12

)2
]

ε22 +
(

e33c
E
11 − e31c

E
12

)

E3

}

/	0, (9)

where 	0 = c11E c33E – (c12E)2.
By substituting expressions (9) into relation (5), we shall obtain Hooke’s law for

uniaxial compression—tension of a rod with complicated properties as follows

σ22 = YEε22 − e∗
32E3, (10)

where YE is Young’s modulus of a piezoceramic rod, experimentally determined in
the mode of a constant (equal to zero) electric field strength; e32* is piezomodulus
for the oscillation mode at constant (equal to zero) normal stresses σ11 and σ33. The
formulas for calculating values YE and e32* through physical andmechanical parameters
of piezoceramics are as follows:

YE = cE22 +
(

cE12

)2[

2cE12 −
(

cE11 + cE33

)]

/	0, (11)

e32∗ = e31 − cE12

[

e31
(

cE33 − cE12

)

+ e33
(

cE11 − cE12

)]

/	0. (12)

After substituting relation (9) into expression (2), we obtain the law of electric
polarization of a dielectric with complicated (piezoelectric) properties for a uniaxial
stress state:

D3 = e∗
32 ε2 + χσ

33 E3, (13)

where χ33
σ is the permittivity of the material of the rod for the mode of harmonic

oscillations, in which the resulting stresses in the cross-section are equal to zero. The
formula to calculate this value is therefore as follows

χσ
33 = χε

33 +
[

e231c
E
33 + e233c

E
11 − 2e31e33c

E
12

]

/	0. (14)
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Since shear deformations are absent according to the physical essence of the for-
mulation of the problem being solved, and sources that could create electric fields with
components of the strength vector E1 and E2 are also absent, it can be argued that the
electric induction vector �D is completely determined by the axial component D3. In this
case, the condition for the absence of free electricity carriers, namely, div �D = 0 is
written down as follows ∂D3/∂x3 = 0, whence it follows that component D3 does not
depend on coordinate x3 values. This fact can be used to determine value E3, which is
the vertical component of the strength vector of the resultant electric field within the
volume of the strained piezoelectric rod.

Since Ē = –grad F, where F is the electric potential of the resulting field, then,
obviously,E3 =–∂F/∂x3. In this case, expression (13) canbe represented in the following
form

D3 = e∗
32∂u2/∂x2 + χσ

33∂
/∂x3. (15)

Integrating the left and right parts of expression (15) along coordinate x3 and presum-
ing that the longitudinal component of the displacement vector does not change its value
within the cross-sectional area of the rod, we obtain the following result considering
condition ∂D3/∂x3 = 0:

2αD3 = 2αe∗
32∂u2/∂x2 − χσ

3 [
(α) − 
(−α)].
The square brackets in the last relation contain the amplitude of the difference in

electric potentials on the metalized surfaces of the rod, that is, valueU0. The last relation
means that

D3 = e∗
32∂u2/∂x2 − χσ

33U0/2α. (16)

Comparing expressions (13) and (16) with each other, we arrive to the conclusion
that

E3 = −U0/2α, (17)

therefore,

σ22 = YE∂u2/∂x2 + e∗
32U0/2α. (18)

whereas all other components of the stress tensor are equal to zero.
Substituting expression (18) into Eq. (3), we obtain

∂2u2/∂x
2
2 + k2u2 = 0, (19)

where k2 = ω2ρ0/YE is the square wave number of longitudinal low-frequency har-
monic oscillations of a piezoceramic rod. The final form of the relationship to calculate
component D3 of the electrical induction vector:

D3 = U0
(

e∗
32

)2

2YEα

[

tg

(
kL

2

)

sin kx2 + cos kx2

]

− χσ
33
U0

2α
. (20)
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By integrating expression (20) over the area of the electroded surface x3 = α, we
can define the amplitude value of the total electric charge Q on this surface

Q = U0C
σ
0 F(kL), (21)

whereC0
σ =χ33

σ bL/α denotes the static electrical capacity of the free piezoceramic rod;
F(kL) = K2 tg(kL/2)/(kL/2) – 1 is the a frequency-dependent function that determines
the ratio of the polarization charge Qpe and electric charge Q* (occurs in a capacitor
with capacitance C0

σ when applying difference of electric potentials U0 to it; K2 =
(e32*)2/(χ33

σ YE) denotes the square electromechanical coupling coefficient.
The electrical impedance Zel(ω) of the rod in the mode of longitudinal vibrations is

determined by the following formula

Zel(ω) = −[iωCσ
0 F(kL)]−1. (22)

If K2 = 0, which means the dielectric does not possess piezoelectric properties,
then function F(kL) = 1, and expression (22) takes the form of a known formula for
calculating the reactance of a capacitor with electric capacitance C0

σ. When K2 �= 0,
which means the dielectric between the electrodes on surfaces x3 = ± x3 possesses
piezoelectric properties, the function F(kL) vanishes (anti-resonance phenomenon) at a
frequency ωα for which the condition is satisfied

K2tg(kaL/2)/(kaL/2) − 1 = 0. (23)

Thus, the considered type of piezoceramic element vibrations initially creates
electromechanical antiresonance, and afterwards—electromechanical resonance.

4 Results and Discussion

In a real situation, when performing measurements Zel(ω), zeros or infinities of the
electrical impedance of an oscillating piezoelectric element can not be observed, which
can be explained by energy losses in piezoceramics. In this case, the dynamic Young’s
modulus YE should be determined as follows

YE = YE
0 (1 + i/Q0), (24)

where Y0
E is static Young’s modulus, which is determined through the elastic moduli

of the piezoceramics according to the formula (11).
In Fig. 2 shown function 1/F(kL) modules calculated with the values of the square

electromechanical connection K2 = 0,05; 0,1; 0,2; 0,4. Along the abscissa in Fig. 2,
the values of the dimensionless wave number kL/2 are plotted in fractions of number
π/2, that is, value kL/π. Any change in value K2 significantly affects the value of the
electromechanical antiresonance frequency.

In Fig. 3 shown the modulus of the function values 1/F(kL) in the vicinity of the
electromechanical resonance frequency when kpL/2 = π/2. Thus, Fig. 3 demonstrates
that an increase in the quality factor of piezoceramics is accompanied by a decrease in
the modulus of the function 1/F(kL).
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Fig. 2. Frequency dependent change in the modulus of the function 1/F(kL) for various values of
the square electromechanical coupling coefficient and piezoceramics quality factor.

Fig. 3. Variation in the modulus of the function 1/F(kL) in the vicinity of the first electromechan-
ical resonance frequency.

In Fig. 4 shown a graph for changes in the electrical impedance modulus of a rod
with a square cross-sectionmade of PZT-type piezoceramics. The calculationwas carried
out according to formula (22). When performing calculations, the following parameter
valueswere accepted: c11E =112GPa; c12E =62GPa; c33E =106GPa; e33 =18Ku/m2;
e31 = –7 Ku/m2; ρ0 = 7400 kg/m3; χ33

ε = 8,85.10–9 F/m;Q0 = 80; α = β = 4 mm; L =
80 mm. The first resonance—antiresonance stands out vividly against the background of
a monotonous decrease in the electrical impedance of the rod with increasing frequency,
and therefore can be reliably recorded in the course of an experimental study.

Relations (22) and (23) together with calculation results shown in Figs. 2, 3 and
4 indicate that it is possible to estimate the quantitative values of integral physical and
mechanical parameters of piezoceramics basingon the results of studying thedependence
of electrical impedance Zel(ω) of an oscillating piezoceramic rod. These parameters
include: Young’s modulus YE , piezomodulus e32*, the permittivity of a free rod χ33

σ,
and quality factor of a piezoelectric frame Q0.

We shall consider the following quantities to be experimentally determined: rod
dimensions α, b, L in meters; rod mass m in kilograms; the frequencies of the first
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Fig. 4. Electrical impedance modulus of a rod with a square cross-section 8 × 8 mm and length
L = 80 mm made of PZT-type piezoceramics.

antiresonance f α measured to the nearest hertz and frequencies of the first resonance f r in
hertz; modulus of electrical impedance Z0 at the frequency of the first electromechanical
resonance in ohms; electrical impedance modulus Zel(ωl), measured in ohms at low
frequency f l, where f l << f α.

The known value Zel(ωl) defines the static electric capacitance of the rod C0
σ =

[2πf l × × Zel(ωl)]−1. According to the known capacitance, the dielectric constant
is found as χ33

σ = αC33
σ/bL. Since the condition is satisfied at the electromechanical

resonance frequency kpL/2 = π/2, where kp = 2πf r /vst ; vst = (YE /ρ0)½ is the speed
with which longitudinal elastic waves propagate in the rod, this condition determines
speed as vst = 2f rL. Young’s modulus YE = ρ0vst2 is derived from the known speed vst
and density ρ0 = m/(4αbL). At the frequency of electromechanical antiresonance, the
product is kαL = (kpL)(kα /kr) = πf α/f r . However, the square of the electromechanical
coupling coefficient:

K2 = (π fa/2fr)/tg(π fa/2fr). (25)

If the energy losses in the volume of the piezoceramic rod are determined by formula
(24), then the expression for calculating the electrical impedance Zel(ω) shall be written
in the following form:

Zel(ω) = [i/(ωCσ
0 )](ω, ε), (26)

wherein

(ω, ε) = {K2tg[x(1 − iε)]/[x(1 − iε)]}−1; (27)

x = k0L/2; k0 = ω/vst0 is wave number determined without considering energy losses
in the rod material; vst0 = (Y0

E /ρ0)½ is speed of longitudinal waves in the rod without
considering energy losses; ε = (2Q0)−1 < < 1 is a small parameter. At the frequency
f r of the first electromechanical resonance, we obtain the following result

|Zel(ω)| = Z0 = (επ)/(8frC
σ
0 K

2),
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whence follows the formula for estimating the quality factor Q0 at frequency f r :

Q0 = π/(16Z0frC
σ
0 K

2) (28)

At the same time, it should be noted that the obtained numerical values of the integral
parametersYE , e32* andχ33

σ were not able to provide assessment of the numerical values
for the actual physical and mechanical parameters of piezoelectric ceramics.

The set of experimental data on the electrical impedance of a piezoceramic rod in
various modes of harmonic oscillations provides the necessary database for construct-
ing estimates of the numerical values of the physical and mechanical parameters of
piezoelectric ceramics.

The calculation and study of the developed mathematical model was carried out in
the MatLab Simulink software [18], which makes it possible to accurately and quickly
determine the main parameters of the rod piezoelectric transducer, taking into account
its operating frequencies and dimensions, as well as to obtain dependences of changes
in the electrical impedance modulus on frequency of the electromechanical resonance.

According to the results of the performed calculations and practical experiments, the
experimental (solid line) and calculated (dashed line) curves of the electrical impedance
modulus of the piezoceramic rod-type transducer were obtained, (Fig. 5).

Fig. 5. Experimental (solid line) and calculated (dashed line) dependence curves of the electrical
impedance modulus on the operating frequency of the piezoceramic rod-type transducer.

As can be seen from Fig. 5, the calculated results correlate with the experimentally
obtained values of the electrical impedance modulus (there is a very strong correspon-
dence between the calculated and experimental data). At the same time, the discrepancy
between the results of mathematical modeling and experimental data does not exceed
5.2% for the same values of operating frequencies.

5 Conclusion

Physical processes in rod-type piezoelectric transducers, which have found application
in smart technologies of urban engineering and municipal economy, were considered.
A description of these processes was obtained by analytical dependences during the
operation of such piezoelectric transducers in the mode of longitudinal low-frequency
oscillations.

Amathematicalmodel of rod-typepiezoelectric transducerswas proposed,which can
be used to determine the basic operating parameters (modulus of electrical impedance,
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first resonance and antiresonance frequencies, electromechanical coupling coefficient,
etc.) of such transducers depending on their operating frequency range and dimensions.

Ageneralized algorithm for calculating the components of the abovementionedmath-
ematical model was given, according to which mathematical modeling of a rod-type
piezoelectric transducer was carried out and dependences of changes in the electrical
impedancemodulus on the operating frequency of the electromechanical resonancewere
obtained.

It has been established that the discrepancy between the mathematically calculated
and experimentally obtained values of themodulus of electrical impedance of oscillating
rod-type piezoelectric transducer in the frequency range up to 60 kHz does not exceed
5.2%.

Further research by the authors of the article will be aimed at improving the proposed
mathematical model in terms of taking into account the unpredictable effects of the
external environment (the action of mechanical static and dynamic loads, the influence
of thermal, electromagnetic fields) and internal factors (the formation anddevelopment of
micro- and macrodefects in piezoceramics, depolarization and phantom repolarization
of its domain structures), which will make it possible to carry out a high-precision
determination of the terms of its reliable operation under various operating modes in the
conditions of the urban economy. It is also planned to develop a test stand for further
experimental confirmation of the results of theoretical calculations and mathematical
modeling of rod-type piezoelectric transducers.
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Abstract. The purpose of the article is to improve the design of a screw linear
piezoelectric motor as a result of the use of bimorph piezoelectric elements, which
made it possible to reduce the length of the stiffening ribs of the entire structure.
For research, mathematical modelling was used in the environment of the COM-
SOLMultiphysics software package, taking into account the relationship between
electrostatic and mechanical phenomena. By means of numerical simulation, nat-
ural vibration frequencies of the design of a linear ultrasonic motor with bimorph
piezoelements are determined. Using the graph of the amplitude-frequency char-
acteristic, the main resonant frequency of the piezoelectric motor is determined.
An experimental sample of a screw linear piezoelectric motor was also made,
which demonstrated its operability and proved the adequacy of the proposed tech-
nical solutions. By conducting experimental studies on the removal of the real
amplitude-frequency characteristic of the engine, the validation of the results of
numerical experimentswas carried out. The data obtained can be used in the design
of devices that use piezoceramic actuators, in particular, in the agricultural sector.

Keywords: Agriculture · Dispenser · Piezoelectric motor · Bimorph
piezoelectric element

1 Introduction

Today, agriculture is at the forefront of the development of the country’s economy and
is one of its main sectors. This has been made possible by automating and modernizing
farming practices, in particular precision farming.

Agriculture is rapidly using the latest technology to manage and optimize agricul-
tural production. Themain implementing technologies are not onlyGPS navigation, con-
trollers, data communication protocols, farm management software platforms, but also
the latest sensors for accurate control, monitoring, analysis and collection of real-time
soil data for application them in differentiated sowing and outflow, which are currently
relevant [1, 2]. One of the important steps for obtaining a good harvest is spraying and
applying rare fertilizers.
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With the development of agriculture, the demand for the use of fertilizers and prepa-
rations to achieve maximum yields in the fields is increasing. Therefore, the issue of
pouring systems and accurate dosage and compliance with specified norms is relevant,
which will not lead to overspending of fertilizers and the budget.

To control the dosage of the outflow of liquid fertilizers, special dispensers are used.
The main element of the dosing and pouring unit is the control system. It is based on the
control of technological operations with the help of dampers, calibrated holes, regulation
with the help of electric motors and electromagnetic valves, which are widely used in
precision farming systems.

Themain disadvantages of existing control systems are inaccurate positioning, exces-
sive consumption of electric current tomaintain a constant position of the executive body,
which leads to its overheating and miscalibration.

A promising direction in the field of agricultural technologies is the creation and
use of engines, the principle of which is based on the inverse piezoelectric effect. The
reverse piezoelectric effect consists in changing the linear dimensions of a piezoelectric
when an electric field is applied to it.

Due to the simplicity of the design and a number of technical advantages over elec-
tromagnetic motors, namely the absence of radiated magnetic fields and the reluctance
to their effect, the possibility of miniaturization; a wide range of speeds and torques
on the shaft (0.1 … 1.0 Nm), fire resistance, absence of windings, the possibility of
self-locking of the drive shaft without electric current consumption and high positioning
accuracy [3, 4] of the order of 0.5 µm, a sufficiently significant pushing (pulling) force
up to 10 N, piezoelectric motors are highly efficient in use in all industries, especially
modern agricultural machinery and agricultural technologies [5, 6], which is justified by
their exceptional unpretentiousness in operating and maintenance conditions.

The object of research is the processes of interaction of transverse bending
mechanical vibrations of bimorph piezoelements of a screw linear piezoelectric motor.

The subject of the study is a linear piezoceramic motor with bimorph piezoelements
of the design.

The purpose of the paper is to improve the design of a screw linear piezoelectric
motor, which makes it possible to increase the amplitude of oscillations of its com-
ponents, on which, as a result, the improvement of its technical characteristics largely
depends.

In the future, we will understand their improvement as an increase in the maximum
torque on the shaft, pushing (thrust) force, which is very important for miniature engines,
while maintaining the possibility of precise positioning of the shaft position.

Formulation of the problem. To achieve this task, it is necessary to consistently
perform a number of tasks: to modernize the design of a screw linear piezoelectric motor
by introducing bimorphicpiezoelements into its structure, to evaluate the spectrum of
natural vibration frequencies of the structure and the corresponding vibrationmodes, and
to determine the resonance frequency of the system of bimorphic piezoelectric elements
of engine corresponding to the maximum amplitude of its mechanical oscillations.



Improvement of a Linear Screw Piezo Motor Design 239

2 Literature Review

The disadvantages of the known types of control systems for the dosing and outflow
unit, which are widely used in precision farming systems, namely in trailed, mounted
and self-propelled sprayers, are: there is no possibility of remote control in the dampers
and in the calibration holes, there is a large clogging of the holes and non-compliance
with the specified outflow rates, which leads to excessive consumption of fertilizers;
regulation by electric motors and solenoid valves is energy-intensive due to significant
currents for self-holding.

Also, the disadvantages include the complexity of manufacturing, a significant
adjustment step and the complexity of managing these types of systems.

Recently, piezo motors, known as vibration motors, have been actively used, which
are a modern alternative to DC motors in terms of providing accurate movement of
actuators. The advantages of such motors are high positioning accuracy, speed and
sufficiently high power with small overall dimensions, as well as the absence of the need
for gear mechanisms to change the drive speed [7, 8]. A significant number of designs of
such engines are known [9, 10], including “inch worm” [11], “wedge worm” and others.
They differ in complexity and performance indicators derived from the amplitude of
oscillations of the resonant system of the engine, where the movement is created by a
variable deformation caused at the frequency of the mechanical resonance of the device
by an alternating electric field. Comparing designs according to their technical indicators
is very difficult: possible advantages in some indicators are not a guarantee of achieving
the same results in others. Therefore, the main efforts of researchers are concentrated
precisely on the implementation in various designs of engines of the largest amplitude
of oscillations of the system, which is the main general trend in design. Therefore, this
task of maximum rationalization of the design of the piezoelectric motor chosen by the
authors for modernization is solved within the framework of this article.

Themost acceptable design of the piezoelectricmotor, according to the authors,when
using it to control the dispensers of agricultural machinery is a linear screw version of the
motor. One of the designs of engines of this type is shown in Fig. 1 [12, 13]. The main
structural elements of this piezoelectric motor are: a tetrahedral metal profile (made
of non-magnetic material) with an internal thread, a running shaft (worm) and four
piezoceramic plates. The piezoceramic plates are attached to the edges of the metal
profile, the worm is twisted into the metal profile [14].

Fig. 1. SQL series piezo motor: 1 – metal profile with thread; 2 – piezoceramics; 3 – running
shaft (rod); 4 – four structural stiffeners.
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The principle of operation of the engine is as follows. Applying a two-phase voltage
to opposite pairs of piezoceramic plates leads to the appearance of mechanical vibrations
that are transmitted to the metal profile. As a result, the running shaft rotates and moves
linearly relative to the metal profile. By changing the voltage offset in phase by 90°,
you can change the direction of movement of the running shaft. These piezo motors
operate at frequencies of 30–200 kHz, depending on their overall dimensions. The design
parameters of one of the smallest standard sizes of the SQL series piezo motor are
illustrated in Fig. 2. Its main technical characteristics are presented in Table 1.

Fig. 2. Structural parameters of SQL series piezo motor SQL.

Table 1. Key Features of SQL Series Piezo Motor.

Parameter Value

Minimum engine dimensions 1.55 × 1.55 × 6 mm

Power consumption 500 mW (only when moving the rod)

Resolution 0.5 µm

Speed of movement 5 mm/s

Moving effort More 200 g

Piezo motor resonance frequency 116 kHz

Working resource 300,000 cycles

Piezo motor efficiency 80%

The key disadvantage of this design is the following. When moving from one face
to another, long stiffening ribs are formed, which negatively affect the characteristics of
the structure. Namely, if the amplitude of vibrations of the faces of the metal profile of
the engine decreases, it is necessary to increase the amplitude of the control voltage, etc.
That is, it leads to an additional force to counteract the operation of the piezo motor.

Therefore, improving the design of a screw linear piezoelectric motor by reducing
the length of the stiffening ribs and obtaining its greater mobility is an important and
urgent task, the implementation of which makes it possible to increase the oscillation
amplitude of the piezoelectric element system, and, accordingly, significantly improve
the technical characteristics of the engine.
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3 Materials and Methods

Taking into account the technical features of the design of piezoelectric motors and all
the difficulties that arise in their manufacture, the optimal solution is to use numerous
modelling methods implemented by special CAD systems [15]. To study the spectrum
of natural frequencies of vibrations of the structure and the corresponding modes of
vibrations and the choice of its operation mode, as well as to determine the maximum
amplitude of oscillations at resonance, a numerical simulation of the operation of a
piezoelectric motor was carried out in the COMSOL Multiphysics 3.5 software.

Details of a mathematical model that takes into account multiphysics processes
described by a combination of various partial differential equations and some of the
main points of calculations using the Piezoelectric Effects module and COMSOL’s Solid
Mechanics and Electrostatics tools are detailed in [16, 17]. The simulation of the oper-
ation of the piezoceramic engine was carried out in the Eigenfrequency Analysis mode
to determine the natural vibration frequencies of the structure as a whole and to search
for the limiting frequencies necessary for use in the Frequency response mode to deter-
mine the main resonant frequency. The computational mesh of finite elements Mesh was
chosen as the orthogonal type Normal; it is optimal for carrying out model calculations.
The mesh was built by a tetragonal partition, and the studied three-dimensional models
were represented by a set of more than a thousand elements for each component of the
structure. Direct was used as a solution, in which the SPOOLES numerical method was
chosen for solving systems of linear equations with sparse matrices [18, 19].

Modernization of the design of the piezoelectricmotor consists in replacing the power
part of the structure in the form of a long tetrahedral metal profile with a system of bimor-
phic piezoelectric elements and a short nut, which simultaneously perform the functions
of a power structure, and in this case the design is much smaller rigidity compared to
the previous version. Instead of piezoceramic plates, four bimorph piezoelements were
introduced into the engine design, shown in Fig. 3. A bimorph piezoelectric element
is a thin metal plate to which a piezoelement is glued, the front surfaces of which are
covered with electrodes [20, 21]. The use of bimorph piezoelements of a special shape
makes it possible to reduce the length of the stiffening ribs and the rigidity of the entire
structure as a whole, to give it the necessary mobility. As a material for modelling a
piezoelectric motor, a brand of piezoceramics – PZT-5H (TsTS-19) was used [22]. The
bimorph piezoelectric elements 2 consist of metal plates made of semi-hard brass L63
with dimensions of 36× 12× 0.1 mm, and the piezoelectric elements of piezoceramics
with dimensions of 31 × 6 × 0.4 mm.

The thicknesses of piezoelectric elements 2, as well as brass plates 1, remained
unchanged during the entire cycle of modelling studies. The bimorph piezoelectric ele-
ments are interconnected at the ends of the brass plates by soldering, and the tetrahedral
metal nut is fixedly fixed in the center of the piezoelectric motor, where there is a max-
imum oscillation amplitude. The geometric dimensions of the nut are: side – 12 mm,
length – 12 mm and inner diameter – 6 mm. In order to simplify the calculations in the
simulation, the influence of the running shaft on the calculation results was neglected.



242 V. Halchenko et al.

Fig. 3. The design of the piezoelectric motor using bimorph piezoelectric elements and shortened
stiffeners: 1 – brass plates; 2 – piezoelectric elements; 3 – square metal nut, 4 – running shaft.

When modelling a piezoelectric motor, the type of boundary conditions Fixed was
adopted: piezoelectric element 2 has an electric potential (Electric potential) of 100 V
applied to it, and brass plate 1 has a “ground” potential (Ground) applied to the opposite
side of the piezoelectric element (see Fig. 3).

The principle of operation of the engine is as follows. When an alternating two-
phase electrical voltage is applied, one of which is supplied to a pair of opposite plates
of bimorphic piezoelectric elements, and the other with a phase shifted by 90°, to a
second pair of opposite similar piezoelements. The common "minus" of the signals is
connected to brass plates. Thismethodof excitation leads to the occurrence ofmechanical
vibrations transmitted to the metal nut. As a result, the running shaft rotates and moves
linearly relative to the metal nut. By changing the phase shift of the voltage, you can
change the direction of movement of the screw.

4 Numerous Experiments and Results

Even a comparative visual analysis of the designs of a linear piezoelectric motor, pre-
sented in Figs. 1 and 3 allows us to assert a relatively significant reduction in the length
of the stiffeners in the proposed version, which approximately reaches about 80%. It
is obvious that a decrease in the rigidity of the structure as a whole within such limits
significantly affects the technical characteristics of a linear screw piezoelectric motor.

Let us prove the increase in the mobility of the proposed design by numerical sim-
ulation. An important step in obtaining reliable results of numerical simulation is the
construction of a finite element model of the engine design by introducing a meshMesh,
on which the obtained calculation results significantly depend. On Fig. 4 shows a finite
element model of the engine as a result of splitting into finite elements.

It is known that resonance is observed at frequencies close to the frequencies of
natural oscillations of the structure. Therefore, the numerical simulation in the COM-
SOLMultiphysics software package began in the Eigenfrequency Analysis mode, where
the natural vibration frequencies of the engine design with bimorph piezoelectric ele-
ments were determined. The results of numerical simulation are shown in Fig. 5, where,
together with the frequency characteristics, the values of the oscillation amplitude of the
mechanical system of the engine are also given in the form of a vertical scale with color
gradation and numerical values.
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Fig. 4. Model of the piezoelectric motor obtained by the finite element method.

This alsomade it possible to search for the values of the cutoff frequencies, which are
necessary to determine the resonant frequencies in the Frequency response mode. Data
analysis of Fig. 5 allows us to establish that the resonant frequencies of the piezoelectric
motor design lie approximately in the range of 7000–7300 Hz.

Fig. 5. Results of numerical simulation in the Eigenfrequency Analysis mode with certain natural
frequencies of the structure: (a) Eigenfrequency equal to 7010 Hz; (b) Eigenfrequency equal to
7100 Hz; (c) Eigenfrequency equal to 7150 Hz; (d) Eigenfrequency equal to 7220 Hz.

Subsequent calculations were carried out in the Frequency response mode, which
made it possible to construct a graph of the amplitude-frequency response (AFR) of the
proposed piezoelectric motor, shown in Fig. 6.
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In Fig. 6 is shown that the resonant frequencies correspond to 7190 Hz and 7280 Hz.
This makes it possible to calculate the maximum oscillation amplitudes of its main
elements possible for this engine design.

Fig. 6. Frequency response of a piezoelectric motor using bimorph piezoelectric elements.

From Fig. 7 it can be seen that themaximum amplitude of oscillations of the bimorph
plates of the piezoelectric motor reaches 2.5× 10–5 m in their middle part at a resonance
frequency of 7190 Hz (see Fig. 7a).

The results of similar numerous experiments for the primary design of a screw piezo-
electric motor are presented in Fig. 8. On Fig. 8 is shown that the maximum amplitude
of oscillations of the piezoelectric motor plate in the middle part of the structure reaches
2.67 × 10–6 m at a resonant frequency of 20000 Hz.

Fig. 7. Results of numerical simulation to determine the resonant amplitude of system oscillations
in the Frequency responsemode: (a) Frequency response equal to 7190Hz; (b) Frequency response
equal to 7280 Hz.

Based on the simulation results obtained, an experimental sample of a piezoelectric
motor based on bimorph piezoelements was developed, shown in Fig. 9.
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Fig. 8. Results of numerical simulation for determining the resonant amplitude of oscillations of
the primary structure system of a screw piezoelectric motor in the frequency response mode.

Fig. 9. Experimental sample of the developed linear piezoelectric motor.

In order to prove the adequacy of numerical simulation, experimental studies of
the manufactured engine sample were carried out. Due to the significant difficulties in
fixing the amplitude of oscillations of the components of the engine structure in the
resonant mode of operation, the increase of which was declared for research purposes,
a special technique for conducting experiments was created. The main idea of which is
to experimentally determine the resonant frequency of a manufactured engine sample
and compare it with the theoretically obtained one. It is obvious that it is in this mode
that the maximum oscillation amplitude is provided. The experimental procedure is
as follows. The experiments were carried out using an intelligent bench complex for
the development and research of piezoelectric components [23], created at the Cherkasy
StateTechnologicalUniversity as part of researchworkNo. 0117U000936.A replaceable
electrical voltage in the form of a meander with an amplitude of 12 V was applied to one
of the four bimorph plates. Using the direct piezoelectric effect, the electric potential
was recorded from the bimorph plate opposite to it using an OWON SDS7102E digital
oscilloscope. In Fig. 10 shown the experimental amplitude-frequency characteristic of
the engine taken in this way for a potential fixed by the indicated measuring means.

In Fig. 10 convincingly illustrates that the resonant frequencies obtained by math-
ematical modeling and experimentally practically coincide. There lative comparison
errors 0.2%. Therefore, experimental studies confirm the adequacy of the adopted
technical solutions.
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Fig. 10. Experimental and theoretical frequency response of the analyzed sample of the
piezoelectric motor.

5 Conclusion

A new original solution for the use of bimorph piezoelements as part of the design of a
piezoelectric linear screw engine was proposed and experimentally tested to reduce the
effect of stiffeners on its dynamics, which made it possible to increase the amplitude of
vibrations of structural elements by approximately 10 times. This is of decisive impor-
tance for achieving the maximum torque on the shaft and the pushing (traction) force of
the engine. Computer simulation was carried out using the COMSOL Multiphysics 3.5
software package. The frequency at which the maximum amplitudes of oscillations of
bimorph piezoelectric plates are provided is determined, which leads to the implemen-
tation of the most effective resonant mode of operation of the engine. The data obtained
can be used in the design of devices based on linear piezoelectric motors, in particular,
in compound dispensers in the agricultural sphere.

In the future, studies are planned aimed at calculating and improving the power
characteristics of the developed linear piezoelectric motor of a new design compared to
the prototype.
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Abstract. Control system plays an important role in process automation. This
work focuses on designing Event Based State Feedback Control (EBSFC) scheme
for con-trolling Linear Time Invariant (LTI) Systems. The state feedback gain
matrix are computed for desired pole placement from pole placement technique.
The expressions for triggering and minimum Inter Event Time (IET) are derived
for generalized LTI systems. The stability of LTI system with Event Based State
FeedbackController is derived in the sense of Lyapunov stability in the presence of
external disturbance. Simulation results are presented for two numerical examples
to support the theoretical perspective of the proposed control scheme.

Keywords: State feedback control · Pole placement · Event triggered · Inter
event time · Disturbance · Process automation

1 Introduction

The role of control system in process automation for getting desired performance is
irreplaceable [1–3]. Discrete periodic implementation of control law is being employed
in computer-controlled systems (due to limited processing power). For more resource
conservative approach event-based control schemes are addressed in recent years [4–6].
Generally sensing, control signal computation and actuation are the three main steps
for implementing and transmitting a control signal. These steps are done at periodic
instants due to limited processing power of computers and microprocessors. Although
it simplifies the design and analysis, an alternative way of implementing control signal
is addressed in recent years [7–9] in which implementation of control is done based on
events with benefits like reducing burden on network medium (Wi-Fi, Bluetooth and
WLAN etc.). Event Based control (EBC) are aperiodic control schemes that can be
used in Network Control Systems (NCS) so that the three steps (form implementing
control signal) will be executed whenever there is need. Main difference between time
triggered and event triggered/based control is at sensor’s mechanism. In the first one
sensor measures states or output periodically on the other hand in EBC paradigm sensor
will transfer data only when the triggering condition is violated which is generally a
function of states or output or a threshold value as shown in [10, 11]. EBC scheme is
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inspired from lebesgue sampling technique. Several research are showing interest in
EBC schemes due to its responsive nature and its important advantage like reducing
network burden (by transmitting data at only triggering instants) and decreasing power
consumption so that self-powered remote sensor’s battery’s lifetime can be increased
[12].

State feedback control (SFC) is a control scheme which involves the usage of state
vectors to compute the control signal which is used to change the closed loop dynamics
of the system. The SFC scheme considered here is pole placement like technique in
which control signal is a linear multiplication of matrix K and instantaneous values of
states. In continuous time domain, states are available at every instant but in discrete
domain availability of states depends on sampling time (in discrete periodic paradigm).
In Event based control paradigm (aperiodic discrete) the states are available only when at
the triggering instants which depends on violation of triggering condition. The important
point to be noted here is states are sampled based on the violation of triggering condition,
so the states are fed back aperiodically (but not periodically) through a gain matrix to
change the systems to change the system’s dynamics.

The organization of this paper is as follows: The notations, assumptions, and basics
of and difference between Time-triggered State feedback control (TTSFC) and EBSFC
are discussed in Sect. 2. In Sect. 3 theoretical results of the paper are presented regarding
triggering condition and minimum IET. Section 4 shows two examples to support the
theoretical perspective and discuss howECSFC behaves andwhat more can be expected.
Finally, in Sect. 5 conclusion, remarks and ideas regarding this work are discussed.

2 Notations and Problem Formulation

Consider a LTI system in state-space representation as shown

ẋ(t) = Ax(t) + B(u(t) + d(t)), (1)

where A ∈ Rn×n and B ∈ Rn×1 are constant matrices, x ∈ Rn×1 is state vector, u ∈ R is
the control signal and d(t) is the bounded matched disturbance with ||d(t)|| ≤ d0 (d0 is
the upper bound of disturbance). ||·|| is Euclidean norm.

Assumptions

1. In this work it is assumed that all states are available readily for measurement.
2. A, B pair are controllable.

The control law for state feedback technique is

u(t) = −Kx(t). (2)

In C.T domain states should be available for every instant so that Control law can
be calculated. In event paradigm states are available only at instants at which event
condition is violated. So for event paradigm control law at triggering instants given as

u(t) = −Kx(te)∀t ∈ [
te, te+1

]
, (3)
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where te is the time at which the event condition is violated in literature is termed as
triggering instant as it’s the instant at which event is triggered for the calculation of
control law. In practical situations a small amount of delay exists between the triggering
instant and actuation (delays like transmission delay and time required for processing).
In this work delays and data loss are not considered. Between triggering instants zero
order hold (ZOH) is used just like in discrete time system at every instant te control law
is updated. The measurement error (Me(t)) for sampled states are defined for system is

Me(t) = x(t) − x(te)∀t ∈ [
te, te+1

]
. (4)

Above equation plays a very important role in stabilization of the problem and it is
not the error caused by noise. It is the difference between previously sent state data and
current data of state and its order is same as of state vector.

3 Event Paradigm Based State Feedback Control Technique

The state feedback control technique is updated at only triggering instants which is based
on violation of the triggering condition. For deriving event triggering condition, in this
work Lyapunov stability criterion is used. Lyapunov function selected is

V = 1

2
x2(t). (5)

On differentiating the above equation, we get:

V̇ = xT (t)ẋ(t), (6)

V̇ = xT (t)(Ax(t) + B(u(t) + d(t))). (7)

From Eq. (3) and (7) we get

V̇ = xT (t)(Ax(t) + B(−Kx(te) + d(t))). (8)

From Eq. (4) and (8) results

V̇ = xT (t)(Ax(t) − BK(x(t) − Me(t)) + Bd(t)). (9)

By solving Eq. (9) we get Eq. (10) which gives two cases for making V̇ negative
definite so that system will be stable when EB-SFC is used. Furthermore, for making
system stable how much measurement error can be allowed can be derived.

V̇ = xT (t)(A − BK)x(t) + xT (t)BKMe(t)) + xT (t)Bd(t)). (10)

Choosing K matrix such that xT (t)(A − BK)x(t) is negative definite.

– Case 1:
if xT (t)BKMe(t)) < 0 and xT (t)Bd(t)) < 0 then V̇ < 0 then system is stable;
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– Case 2:
when xT (t)(A − BK)x(t) is negative definite if

xT (t)(A − BK)x(t) > xT (t)BKMe(t)) + xT (t)Bd(t)), (11)

then V̇ < 0 which results the stability of system. From Eq. (11) by solving for Me(t)
then the inequality obtained Eq. (12) and norm of (12) gives the triggering condition
Eq. (13):

Me(t) < (2BK − A)−1((A − BK)x(te) − Bd), (12)

||Me(t)|| <

∣
∣∣
∣
∣∣(2BK − A)−1((A − BK)x(te) − Bd)

∣
∣∣
∣
∣∣, (13)

||Me(t)|| < γ ||(2BK − A)−1((A − BK)x(te) − Bd)||, γ ∈ (0, 1). (14)

The Eq. (14) is the triggering condition by which the following remarks are made:

– γ is constant introduced for improve the closeness of performance of Event based
control and Continuous control;

– the measurement error’s bound should be less as shown in (13) then V̇ < 0 so that
system will be stable;

– selection K must be done such that [2BK − A] is a full rank matrix and [A− BK] is a
negative definite matrix;

– new triggering instant is given as

te+1 = inf{t ∈]te,∞
[
: ||Me(t)|| < γ

∣∣
∣
∣∣
∣(2BK − A)−1((A − BK)x(te) − Bd)

∣∣
∣
∣∣
∣
}
. (15)

The triggering instants relative threshold i.e. the threshold value of the measurement
error is not fixed and it depends on the previously sent state data.

From the Eq. (15), the simplified triggering condition is:

S1(x(te)) = γ ||(2BK − A)−1((A − BK)x(te) − Bd)||. (16)

To avoid the Zeno phenomenon effect in Event paradigm control there should be
minimum amount of inter event time (IET) so that there won’t be infinite number of
control executions in a finite period of time. The minimum inter event time is derived
using [5]

d

dt
||Me(t)|| ≤

∣∣∣
∣

∣∣∣
∣
d

dt
Me(t)

∣∣∣
∣

∣∣∣
∣. (17)

Considering (17) to calculate the maximum growth of measurement error as

d

dt
||Me(t)|| ≤

∣∣∣∣

∣∣∣∣
d

dt
Me(t)

∣∣∣∣

∣∣∣∣,
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∣∣∣∣

∣∣∣∣
d

dt
Me(t)

∣∣∣∣

∣∣∣∣ =
∣∣∣∣

∣∣∣∣
d

dt
(x(t) − x(te))

∣∣∣∣

∣∣∣∣ =
∣∣∣∣

∣∣∣∣
d

dt
(x(t))

∣∣∣∣

∣∣∣∣,

≤ ||Ax(t) + B(u(t) + d(t))||,

≤ ||AMe(t)|| + ||(A − BK)x(te)|| + ||B||d0. (18)

Let S2(x(te)) = ||(A − BK)x(te)|| and S3 = ||B||d0 then (18) can be written as

d

dt
||Me(t)|| ≤ ||A||||Me(t)|| + S2(x(te)) + S3. (19)

Using a comparison lemma [13], the Eq. (19) can be simplified for initial conditions

Me(te) = x(te) − x(te) = 0. (20)

By solving (19) we get:

||Me(t)|| ≤ S2(x(te)) + S3

||A||
(
e||A||(t−te) − 1

)
. (21)

From (16) and (21) we get

S1(x(te)) = ||Me(t)|| ≤ S2(x(te)) + S3

||A||
(
e||A||(t−te) − 1

)
. (22)

By solving (22) for Ti = t − te, Minimum IET will be:

Ti ≥ 1

||A|| ln
[
1 + S1(x(te))||A||

S2(x(te)) + S3

]
. (23)

From Eq. (23) it is proven that there will be at least a minimum time will be there
so that Zeno phenomenon will be avoided.

4 Simulation Results and Discussions

To validate the proposed scheme, two examples are considered, and theoretical perspec-
tive of the proposed work is discussed with simulation results of these two considered
systems with and disturbance conditions.

Example 1: Consider a second order LTI system represented in state space as shown:

ẋ(t) =
[
0 1
2 3

]
x(t) +

[
0
1

]
(u1(t) + d1(t)).
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Here disturbance d1(t) = 0.2sint (d01 = 0.2). The poles of the system are: –0.5616
and 3.5616, with Initial Conditions: x1(0) = 1 and x2(0) = 0.5. . Tomake systems stable
gain matrix is chosen same as in pole placement. For system the desired pole locations
are at [–1 –2]. The SFC gain matrices for system 1 is K1 = [4 6]. Control signal for
system 1 is:

u1(t) = −4x1(te) − 6x2(te).

The simulation results are plotted for example 1 for two cases γ = 0.9 and 0.5:

a. Simulation Results with γ = 0.5

The Fig. 1a and b are plotted for evolution of states of the example 1 with event based
domain (EBD) and continuous time domain (CTD). The control Signal and Sampling
intervals are given in Fig. 1c and d when γ = 0.5. The state’s decaying nature ensures
that system is stable but not accurately close enough to the pole we want. The reason is
the control signal is not available for the system at every instant but available only when
the event condition is violated (14).

Fig. 1. (a) and (b) Evolution of states of event based domain (EBD) and continuous domain
(CTD) with respect to time (sec), (c) Control Signal evolution with respect to time (sec) and
(d) Time between two intervals of control signal execution. (In presence of disturbance d1(t) =
0.2sintandγ = 0.5).

b. Simulation Results with γ = 0.9

The Fig. 2a and b are plotted for evolution of states of the example 1 with event based
domain (EBD) and continuous domain (CTD). The control Signal andSampling intervals
are given in Fig. 2c and d (with disturbance d1(t) = 0.2sint (d01 = 0.2)) when γ = 0.9.
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The state’s decaying nature ensures that system is stable with a bound which is due
to disturbance. In this case, EBD control signal could not make its states as close as
the CTD states this is because the measurement error’s bound (14) is increased without
making system unstable. In other words, this can be the least expected performance
without making system unstable.

By observing IET plot of system with γ = 0.9 and γ = 0.5 it is seen that IET of γ =
0.5 has lower highest IET value than that of γ = 0.9 but number of instants is almost
same for 25 s and the between successive events IET is more in case of γ = 0.9.

So it is recommended that if the performance of the system is prioritized γ should
be close to 0 than to one but the price we pay to achieve is lesser IETs. On the other
hand, if usage of network, communication and computational power shouldn’t be more
frequent then γ must be closer to 1 than to 0.

Example 2: Consider a 2-dimensional linearizedMovingCart InvertedPendulum (IVP)
in state space representation [14]:

Fig. 2. (a) and (b)Evolution of states of event based domain (EBD) and continuous domain (CTD)
with respect to time(sec), (c) Control Signal evolution with respect to time (sec) and (d) Time
between two intervals of control signal execution. (In presence of disturbance d1(t) = 0.2sint and
γ = 0.9).

ż(t) =

⎡

⎢⎢
⎣

0 1 0 0
20.601 0 0 0

0 0 0 1
−0.4905 0 0 0

⎤

⎥⎥
⎦z(t) +

⎡

⎢⎢
⎣

0
-1
0
0.5

⎤

⎥⎥
⎦(u2(t) + d2(t)).

Here disturbance d2(t) = 0.5sint (d02 = 0.5). The poles of the system are: 4.5388, –
4.5388, 0 and 0, with Initial Conditions: z1(0) = 1.5, z2(0) = 0.1, z3(0) = 0.5, z4(0) =
0.1. . To make systems stable gain matrices are chosen same way as in classical control.
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For system the desired pole locations are at [–1 +i
√
3 –1 −i

√
3 –5 –5]. The SFC gain

matrices for system 1 is K2 = [–157.6336 –35.3733 –56.0652 –36.7466]. Control signal
for example 2 is:

u2(t) = 157.6336z1(te) + 35.3733z2(te) + 56.0652z3(te) + 36.7466z4(te).

Figure 3a and b shows that both EBD and CTD states are decaying in almost similar
way, which shows system is stable. When γ=0.9 the states of both CTD and EBD are
almost similar the reason is the overall amplitude of the state’s behavior at transient time
is more compared to the example 1. Note that this is the least expected performance
as γ = 0.9 when compared to γ =0.5. So γ will depend on system, it may differ for
different systems even for same performance. Figure 3c and d shows control signal and
IETs for example 2. Here it is shown that for a system like inverted pendulum which is
highly nonlinear and unstable system is made stable using EB-SFC but to achieve this
the time between successive event is very less when compared to system 1. So while
designing the control simulation results are very important for the systems like IVP so
that the control engineer could compare periodic and event based control.

Fig. 3. (a) Angular Displacement and velocity of pendulum evolution with respect to time;
(b) Position and velocity of cart evolution with respect to time; (c) Control Signal evolution
with respect to time; (d) Time between two intervals of control signal execution. (In presence of
disturbance d2(t) = 0.5sint and γ = 0.9).

5 Conclusion

In this paper, an Event Based State Feedback Control (EBSFC) scheme is designed for
Linear Time Invariant (LTI) System. Mathematical expressions of Event condition and
IET of EB-SFC are derived for generalized LTI systems. It is also shown that upon
violation of event condition the control law will be applied to the system to make overall
performance of the system like CTD in means of γ . . Furthermore, the designed control
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scheme is applied on two unstable systems with external disturbances. The simulation
results are plotted for event-based domain (EBD) and continuous time domain (CTD)
and state that how EB-SFC behaves when the gain matrix of continuous time system
is used. The designed controlled scheme gives better result, and it is also tested by two
numerical examples but in practical application, the proposed scheme may not be work
up-to mark as time delay and data loss are not included in this work as these are very
common problem in network control systems. If time delay and data loss are included
during the designing of controller, possibly achieve better results for any network control
system.
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Abstract. The paper is devoted to the problem of interpretation the dynamic
models based on neural network. Proposed approach is conclude in the building
of the interpretive model in the form of an analytical integral-power series, saving
the dynamic and nonlinear properties of the primary neural network model. The
purpose of the paper is development a method for interpreting dynamic models
based on neural networks, providing high accuracy of the interpreting models
construction. Scientific novelty consists in using of intego-power series in the
form of multidimensional weight functions to build analytical models that inter-
pret dynamic neural networks. This method allows to obtain an interpretation of
dynamic neural network models while preserving their nonlinear and dynamic
properties. Practical usefulness of the developed method consists in providing
high accuracy and speed of interpreting models construction, allows to provide
modeling of nonlinear dynamic states of objects in both test and functional modes
of operation. The proposed method tested on the data of a test nonlinear dynamic
object. The results of the experiment demonstrate high accuracy and speed of
construction of analytical interpreting models.

Keywords: Explainable neural networks · Nonlinear continuous objects · Time
delay neural networks · Multidimensional weight functions

1 Introduction

Modern processes of development, production and operation in most industries are char-
acterized by the increasing role of modeling in the tasks of determining the type of
technical state of objects, finding the locations and causes of faults. At the same time,
of great interest are applied tasks of modeling complex technical and biological objects
belonging to the class of nonlinear dynamic objects with continuous characteristics and
unknown structure. Such objects are usually considered as a “black box” [1–3]. Exam-
ples of such objects in industry are electric motors [4], cutting tools in metal processing
systems [5], in biomedicine – objects of living nature [6], in economics – econometric
objects [7] etc.
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When modeling black-box-type objects, the neural network approach is widespread,
since the process of model building in this case requires only the measurement of input
and output data of the object.

Recently, the use of neural networks to describe objects of non-linear dynamic objects
with continuous characteristics has expanded significantly. This is due to the fact that
complex objects are characterized by some a priori uncertainty: the lack of data on
the object, the presence of interference and environmental disturbances. Traditional
deterministic methods are not suitable for modeling such objects, while the ability of
neural networks to learn under such conditions allows us to obtain good results in most
problems.

The purpose of the paper is development a method for interpreting dynamic state
models in the form of neural networks, providing high accuracy of the interpreting
models construction.

2 Literature Review

Models do not always need interpretation [8–11]. Linear models and low-dimensional
decision trees, kNN models [12], when working with features understandable to
the researcher are themselves understandable to the researcher and need additional
interpretation.

In cases where the use of interpreted models alone does not lead to a satisfactory
result, for example when modeling complex objects with nonlinear and dynamic proper-
ties, more complex methods, in particular machine learning, are increasingly used [13,
14]. The result is models whose principles are not obvious, and whose features often do
not make physical sense.

To interpret such models, one can use interpretable machine learning methods, e.g.,
LIME or linear regression [15–17], which build surrogate models that locally approxi-
mate the original model to a linear one. Another popular approach is based on estimating
the importance of features to explain individual model predictions, the SHAP method
[18].

The disadvantage of such approaches is that interpolation in these cases reveals the
features affecting the model performance, but does not reflect the functional dependence
of the result on the revealed features.

Among machine learning models it is important to distinguish neural network mod-
els. The relevance of the task of interpreting neural networks is increasing due to the
fact that neural networks, which can carry reliable information about the structure and
functions of the control object, are increasingly used to model complex objects.

A number of scientific publications are devoted to interpretation of neural network
models. Interpretation methods of convolutional neural networks working with visual
information images and video [19], sound and speech [20], textual data [21] are widely
known. These methods of interpretation are based on visualization of decision-making
processes.

Complex objects and processes of the surrounding world (technical and biological
objects of control, means of production, control and automation) usually have simpler
models based on neural networks [22–24]. Despite this, the methods for interpreting
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such models are much less represented in the literature and are usually reduced to
linearization [14] or polynomial approximation [25, 26] of neural network models. In
this case interpretive models, as a rule, have the form of linear dynamic or nonlinear
static dependences, which do not reflect all properties of a real object.

This problemcanbe solvedbyusing integral-power series based onmultidimensional
weight functions as interpretingmodels. Themain advantage of these interpretivemodels
is the simultaneous consideration of nonlinear and dynamic properties of the object under
study, which provides increasing the accuracy of these models.

As a result of the analytical review of the current state of the problem of interpreting
models based on neural networks, the article proposes an approach to building interpret-
ing models based on integral-power series based on multidimensional weight functions.
The use of this approach allows to provide simultaneously high accuracy and speed of
interpretation of complex research objects.

3 Models of Nonlinear Dynamic Objects with Continuous
Characteristics and Unknown Structure

3.1 Models Based on Neural Networks

A simple and effective means for modeling nonlinear dynamic objects with continu-
ous characteristics are time-delay neural networks (TDNN) in the form of three-layer
architecture with direct signal propagation [27–29].

The input-output relation for such a model with M inputs and one output is written
in the form:

y(n) = b0 + s0

K∑

i=0

r2i Si

⎛

⎝bi +
M∑

j=0

r1i,jx(n − j)

⎞

⎠, (1)

where b0, bi – bias of the output layer neuron and input layer neurons accordingly; S0,
Si – activation functions of the output layer neuron and input layer neurons accord-
ingly; r2i , r

1
i,j – weighing coefficients of the output layer neuron and input layer neurons

accordingly; K – number of neurons in the input layer.
The output signal is generated by a single neuron, which most often has a linear

activation function. The input signal in the form of consecutive sets of input data, shifted
one relative to another by one value from the input set, arrives at the neurons of the input
layer of the neural network.

If the activation function has the form of a polynomial activation or a hyperbolic
tangent function, the “input-output” relation for a three-layer TDNN withM inputs and
one output has the form of expressions (2) and (3), respectively [19].

y(n) = b0 + s0

K∑

i=0

r2i Si

⎛

⎝bi +
M∑

j=0

r1i,jx(n − j)

⎞

⎠
n

, (2)

y(n) = b0 + s0

K∑

i=0

r2i than

⎛

⎝bi +
M∑

j=0

r1i,jx(n − j)

⎞

⎠. (3)
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This paper does not consider many other classes of neural nets: with several hid-
den layers, non-significant activation functions, non-deterministic wagons, bell-coupled
ones, and so on. They lead to a much more complicated relationship with the discrete
Volterra models.

3.2 Models in the Form of Integral-Power Series Based on Multidimensional
Weight Functions

For awide class of nonlinear dynamic objects with continuous characteristics, the depen-
dence between the input x(t) and the output y(t) signals can be written in the form of an
integral-power series based on multidimensional weight functions [3, 23, 24, 27]. Thus,
for an object with one input and one output in the time domain, the model takes the
following form:

y(t) =
∞∑

n=0

t∫

0

...

t∫

0

wn(t, τ1, ..., τn)
n∏

i=1

x(τi)dτi, (4)

where x(t) and y(t) – input and output signals of the object; wn(τ1,…,τn) – multidimen-
sional weight function of the n-th order (n = 1,2,3,…); w0 – free member of the series;
t – current time.

The use ofmodels in the formof integral-degree series is a universal formof represen-
tation of the properties of nonlinear dynamic objects with continuous characteristics. To
build an interpretive model of a neural network in the form of an integral-power series
using multidimensional weighting functions, it is necessary to establish an analytical
connection between these models.

3.3 Relationship of Time-Delayed Neural Nets and Integral Models Based
on Multidimensional Weight Function

Analyzing the expression (1) and (4) we can conclude that its structure is equivalent.
This means that the values of multivariate weight functions can be expressed in terms of
the coefficients r1i,j and r

2
i , ch and the bias of the neurons bj of the network [15, 21, 24].

For an activation function in the form of a second-degree polynomial, this expression
can be represented as follows:

y(n) = b0 + s0
K∑
i=0

c0r2i b
3
i +

K∑
i=0

c1r2i
M∑
j=0

(
r1i,jx(n − j)

)3 +
K∑
i=0

c2r2i b
3
i

M∑
j=0

r1i,jx(n − j)

+
K∑
i=0

c3r2i bi
M∑

j1=0

M∑
j2=0

r1i,j1r
1
i,j2

x(n − j1)x(n − j2).

(5)

This expression gives estimations of 0–2 orders multivariate weight functions based
on TDNN coefficients obtained from network training:

w0 = b0 +
K∑

i=0

c0r
2
i b

3
i , w1(k) =

K∑

i=0

c1r
2
i b

2
i , w2(k1, k2) =

K∑

i=0

c3r
2
i bi

M∑

j1=0

M∑

j2=0

r1i,j1 r
1
i,j2

. (6)
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The method for interpretation of dynamic models based on neural networks in the
form of integral-power series is tested on a diagnostic object with nonlinear dynamic
characteristics.

4 Results

The accuracy of the proposedmethod for interpretingmodels construction is investigated
on the example of a nonlinear dynamic diagnostic object of the first order with quadratic
nonlinearity in the feedback [26] (Fig. 1).

Fig. 1. Structure diagram of the diagnostic object with nonlinear dynamic characteristics.

The analytical expressions for themultivariate weight function of the first orderw1(t)
and diagonal section of multidimensional weight function (τ1 = τ2 = t) of the second
order w2(t,t):

w1(τ1) = e−ατ 1 , (7)

w2(t, t) = β

α
(e−2αt − e−αt). (8)

As a result of the experiment, a TDNN was created and trained. On the basis of
the coefficients of the trained neural network r1i,j and r2i , ch and bj the coefficients of
the integro-power series using expressions (4) are determined. The resulting model is
interpretive for the original TDNN model.

To analyze the accuracy of the interpretive model, the multivariate weight function
w1(t) and the diagonal section of the multivariate weight function w2(t,t) obtained ana-
lytically (7), (8) and obtained by interpreting the trained TDNN (4) are compared. Both
resulting models are presented in Fig. 2.

The percentage normalized root-mean-square error was used as a criterion for the
accuracy of the interpretive model. The obtained results allow to get nonlinear dynamic
model in the form of integral-power series with an expected accuracy of 5–9% as com-
pared to the analytical model. The results of the experiment demonstrated the accuracy
of the interpreting model based on integral-power series in the form of multidimensional
weight functions (1) within 5–9% with compared to the analytical model.
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Fig. 2. Comparison of analytical and experimental estimation of the model: (a) first-order mul-
tidimensional weight function w1(t) and it’s estimation ŵ1(t); (b) the diagonal section of second
order multidimensional weight function w2(t,t) and it’s estimation ŵ2(t, t).

5 Conclusion

The results of this study are as follows.

– amethod for interpretingTDNNneural networkmodels has been developed. The inter-
pretingmodel is constructed in the form of integral-power series based onmultivariate
weight functions;

– the interpreted models in the form of integral-power series are able to obtain the
acceptable identification accuracy with the preservation of nonlinear and dynamic
properties of the object. The method allows to build interpretation models of an object
both in test and functional modes;

– the speed of construction of the interpretive model is limited by the training time of
the neural network. Therefore, the direction of further research can be methods of
increasing the learning speed of TDNN;

– the experimental researches of the offered method of construction of the interpreted
model of the diagnostic nonlinear dynamic object show the deviations on 5–9% in
comparison with the analytical model of the object.

Thus, the problem of interpretation the dynamic models based on neural network
is solved using explainable models in the form of integral-power series based on mul-
tivariate weight functions. The method of high accuracy of the interpreting models
construction with the preservation of nonlinear and dynamic properties of the object is
developed.
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Abstract. This paper proposes a Miller decoder design for Ultra High Frequency
(UHF) and Super High Frequency (SHF), Radio Frequency Identification (RFID)
application. In magnetic recording, optical domain, radio frequency identifica-
tion, and for Visible Light Communication (VLC) the Miller decoder is utilized.
Two Miller decoders proposed in this paper. The proposed Miller decoders con-
structed using digital circuits like D-flipflops and few logic gates. ProposedMiller
decoders used D flipflops, logic gates of AND gate, OR gate, XNOR gate and
inverters. Whereas the existing Miller decoders used both analog and digital cir-
cuits like Phase locked loop, Oscillators, Filters, amplifiers, counters, multiplex-
ers and few logic gates. It means proposed miller decoder circuits are simple in
construction and occupies less area when compared to the existing circuits. The
proposed designs used less number of blocks because of that power is decreased
which is confirmed through simulation and it offers a simpler design with reduced
transistor-count. CMOS 180-nm technology on Cadence-platform was used to
evaluate the performance of the proposed circuit. A simulation result shows that
the power, delay and PDP are better in proposedMiller Decoder-2 when compared
to all other designs.

Keywords: Miller decoder · Ultra High Frequency · Super High Frequency ·
RFID

1 Introduction

The RFID reader is a network-connected device that can be portable or permanently
attached. It uses radio waves to transmit signals that activate the tag. Once activated, the
tag sends a wave back to the antenna, where it is translated into data.

In Fig. 1 shown the selective I/Q diversity receiver diagram [1]. By using RF Front
End the received tag signal is directly transformed and adjusted to digital base band
signals in ADC utilizing the RF Front End. Channel filters for dense reader mode (DRM)
and DC noise rejecting filters make up the Receiver Filter block. With the help of
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Fig. 1. The selective I/Q diversity receiver [1].

FMO/Miller decoders we can decode the digitalized I and Q channel signals. The system
manager can select the relative best signal between I and Q channels.

In recent years the transportation systemhas begun to integratedwithLED-based illu-
mination. Automobile manufacturers have begun to replace halogen lamps with LEDs,
while local governments have begun to deploy LED systems to replace traditional street
lighting systems and integrate them into traffic lights. As a result, the Miller coding
techniques were applied, as well as their suitability for Visible Light Communication
(VLC) outside use in an Intelligent Transportation System (ITS) application. According
to simulation data, the Manchester code is clearly dominated by the Miller code in terms
of bandwidth and channel coexistence [2].

Numerous modulation methods are employed in communication devices, including
Non Return-to-Zero (NRZ) and Return-to-Zero (RZ). However, VLC’s design incor-
porates FM0, Manchester, and Miller encodings. In general, the transmitted signal’s
waveform is anticipated to have a zero mean for robustness reasons; this is also referred
to as DC-balance. The transmitted signal is arbitrary binary sequence, which makes dc-
balancing problematic. FM0, Manchester, and Miller codes can all supply dc-balance to
the broadcast signal. As a result, VLC favours the FM0, Manchester, and Miller encod-
ing methods [3]. In high speed optical communication systems at very high frequencies
of the order of GHz the Miller encoding technique is used. Against error delay and
noise interference miller code improved its operation [4]. For Dedicated Short Range
Communication (DSRC) Applications FM0/ Manchester/Miller Encoding is used [5].

Remaining parts of the paper is thus structured: Second part presentsMiller encoding
design and coding scheme, third part refers to existing Miller Decoder designs, fourth
part presents the designs of Proposed Miller Decoders, fifth part gives simulated results
and makes a comparison with the previous works and sixth part concludes the paper.
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2 Miller Encoder

In Fig. 2 shown the block diagram of Miller Encoder, which made up of one XNOR
gate and one T flip-flop. Inputs to the XNOR gate are Data and Clock. From XNOR
gate Manchester data is obtained and it is applied as input to the T flip-flop then Miller
encoded output is generated from T flip-flop. For DATA ‘0110010’ the Miller code is
‘00011000111000’ and it is shown in Fig. 3. Table 1 describes the encoding rules of
Miller encoder [3].

Fig. 2. Block diagram of Miller encoder [6]. Fig. 3. Waveforms of Miller encoder [7].

Table 1. Table encoding rules of Miller encoder [7].

Previous bit (i – 1) Current bit i Miller encoding rules

X 1 Bit i’s voltage level remains constant at initially, but the
waveform jumps after half a cycle (upward or downward)

0 0 Bit i’s voltage level varies at initially, but does not transit
after a half cycle

1 0 Bit i voltage level at initial does not varies nor transit after
half cycle

3 Existing Miller Decoders

In this section Digital Miller decoder is explained. This circuit is designed by using one
clock oscillator, two inverters, two digital comparators, one OR gate, one AND gate,
one counter, three D flip-flops and three Multipliers.

In Fig. 4 shown the block diagram of digital Miller decoder [8]. For an edge detector
miller encoded code is applied. It generates pulses based on the rising and falling edges,
which are then sent into the counter as reset signals. When compared to Miller code’s
basic frequency the counter is clocked at a higher frequency. In one time unit interval of
the Miller code, an accumulator has a value that is substantially equivalent to the value
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to which said counter is advanced. The output from the Counters is used as the input
for both the first and second digital comparators. Accumulator output is passed through
both the multipliers. For comparison with the counter output the output taken from the
first and second multipliers is supplied as second input for both the digital comparators.
When the output of the comparator exceeds the output of the first and second multipliers
then the output of first and second comparators are produced. To toggle an output of
toggle flip-flop the first comparator output is used as an input clock and to reset the
flip-flop the second comparator’s output is used, to gets its proper state the decoded data
is toggled. From this flip-flop miller decoded data is obtained [8–10].

In this section Phase-lock loop based Miller decoder is explained. It is designed by
using one Phase detector, one filter and amplifier, two counters, two AND gates, one
clock logic, one counter decoder, two D flip-flops and one voltage control oscillator.

Fig. 4. The digital Miller decoder [8]. Fig. 5. Phase-lock loop and Miller decoder
block diagram [9].
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In Fig. 5 shown the block diagram of phase-lock loop based Miller decoder [9]. A
phase-lock loop first having a controlled oscillator and at second divisible by N counters
to obtain the advantages of this invention. With the help of counters inputs are applied
to phase detector produces the phase difference between the counter outputs. To control
the oscillator frequency through a low pass filter and an amplifier the output of phase
detector is connected to the oscillator. One of the counters receives a reset signal as input.
The reset signals occur at integral counter cycles when counters are clocked at lock-on
period. For the 1 and 2 time unit widths of the code, the phase-lock loop counters in
a Miller decoder are operated at a frequency that provides two, three, and four counter
cycles, respectively. The upcoming counter stages from one counter to another counter,
does not reset the range of phase lock loop. For the set signal 2 flip-flops time unit output
is used, to get reset state in a flip-flop the decrypted data which toggle it to the proper
state, for the toggle flip-flop output clock input is given to toggle and used as decoders
one-time unit output. The output of the flip-flop is used to generate Miller decoded data
[11, 12].

4 Proposed Miller Decoders

The proposed Miller Decoder-1 is shown in Fig. 6. The Miller decoder consists of one
negative level D flip-flop, one positive level D flip-flop, one XNOR gate, one AND gate,
one OR gate, two Inverters and one positive edge trigger D flip-flop. Miller encoded
data stream and clock are applied as inputs for –ve level and +ve level D flip-flops then
the output is realized at the –ve and +ve level of code stream. The output of the –ve
level D flip-flop and the previous output of Miller Decoded output are given as inputs
to the XNOR gate. Output of the –ve Level D flip-flop and inverted output of +ve level
D flip-flop are applied as inputs to the AND gate. For OR gates the outputs extracted
from the XNOR and AND gates are applied. Output of OR gate and inverted clock are
passed through +ve edge trigger D flip-flop to extract the Miller Decoded Output. This
proposed circuit occupy lesser area when compared to existing circuits.

In this section proposed Miller decoder-2 using Demux is explained. The proposed
Miller decoder-2 block diagram is shown in Fig. 7. It consists of one Demux of 1 × 2,
one XNOR gate, one AND gate, one OR gate, one Inverter and two positive edge trigger
D flip-flop. Miller encoded data stream and clock with one frequency hertz are applied
as inputs for 1 x 2 Demux then the production of pulses are applied as one input to +ve
edge trigger D flip-flop and the inversion of pulse is applied as one input to AND gate.
Another input applied to+ve edge trigger D flip-flop is Clock with two frequency hertz.
The output of+ve edge trigger D flip-flop and the previous output of are given as inputs
to the XNOR gate. Inverted output of 1 x 2 Demux and output of +ve edge trigger D
flip-flop are applied as inputs to the AND gate. The outputs extracted from the XNOR
and AND gates are applied as inputs to the OR gate. Output of OR gate and clock are
passed through +ve edge trigger D flip-flop to extract the Miller Decoded Data. This
proposed circuit occupies lesser area when compared to existing circuits.
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Fig. 6. Proposed Miller decoder-1. Fig. 7. Proposed Miller decoder-2.

5 Simulation Results

The circuits in Figs. 2, 6 and 7 are simulated by using virtuoso tool in cadence soft-
ware with CMOS 180-nm technology. The simulations have been carried out with 1.8V
supply-rail. By using this software, the transient analysis is performed to check the
functionality, and for calculating the power dissipation and propagation delay.

Table 2. Analysis of proposed Miller decoders.

Voltages (V) Parameters Proposed Miller decoder-1 Proposed Miller decoder-2

1.7 Power (µW) 36.14 34.08

Delay (µs) 1.8 1.63

PDP (pJ) 65.05 55.55

1.8 Power (µW) 48.22 45.78

Delay (µs) 2.5 1.97

PDP (pJ) 120.55 90.18

1.9 Power (µW) 62.95 59.33

Delay (µs) 3.7 3.2

PDP (pJ) 232.91 189.85

2 Power (µW) 80.38 78.9

Delay (µs) 4.5 4.35

PDP (pJ) 361.71 343.21



272 S. Musala et al.

The simulated waveforms of clock, data and miller encoded output of miller encoder
is presented in Fig. 8 and the simulated wave forms of clock, miller encoded data and
miller decoded output are presented in Figs. 9 and 10 respectively. In Figs. 9 and 10
waveforms the output is with one-bit delay because that bit represents the previous bit
which will be applied as one input to the XNOR gate. Table 2 shows the analysis of
proposed Miller Decoders and sub modules used in different Miller decoders are shown
in Table 3.

Fig. 8. Transient response of Miller encoder.

Fig. 9. Transient response of proposed Miller decoder-1.
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Fig. 10. Transient response of proposed Miller decoder-2.

Table 3. Sub modules used in different Miller decoders.

Circuits Blocks used for Miller decoder

Digital Miller decoder-1 Clock oscillator-1, inverters-2. ORgate-1, ANDgate-1,
Counter-1, Dflip-flop-3, digital Comparators-2, MUX-3

Phase-lock loop Miller decoder-2 Phase Detector-1, Filter & Amplifier-1, Counter-2, AND
gate-2, ClockLogic1, Counter Decoder-1, Dflip-flop-2,
Voltage Control Oscillator (VCO)-1

Proposed Miller decoder-1 D flip-flop’s-3, AND gate-1, XNORgate-1, ORgate-1,
Inverters -2

Proposed Miller decoder-2 D flip-flop’s-2,1 × 2 Demux-1, AND gate-1, XNOR
gate-1, ORgate-1, Inverter-1

6 Conclusion

New Miller decoder circuits have been proposed and simulated using 180-nm CMOS
technology operating on 1.8V supply-rail. MOSFET inverters, D flip-flops, XNOR gate,
AND gate, OR gate, and 1 × 2 De-mux are used in the proposed Miller decoders. Due
to the usage of pure digital circuits, the proposed designs became simple with less area.
The simulation results of the proposed Miller Decoders confirmed that it consumes less
power because of less number of blocks are used due to the transistors count is reduced.
The output of the miller decoder is produced with one-bit delay because it depends
on the previous bit, so the future work is design of Miller decoder without delay. The
Miller decoder design used for Ultra High Frequency (UHF) and Super High Frequency
(SHF), Radio Frequency Identification (RFID) applications like magnetic recording,
optical domain, radio frequency identification, and for Visible Light Communication
(VLC).
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Abstract. Sustainable development is now a commonly implemented concept by
various entities, ranging from entire countries to basic economic units. Concerning
countries, references to this concept can be found in the constitution; concerning
economic entities – it takes the formof collections, reports, or particular documents
indicating the company’s involvement in implementing this concept. For many
years, the concept of sustainable development has been the subject of extensive
research; however, while in theoretical terms, this issue is very widely discussed
and presented in practical terms, this topic has still not been fully exhausted.
With this in mind, the article presents the practical implementation of the con-
cept of sustainable development in Polish enterprises. Practical implementation
took the form of many factors corresponding to the economic, environmental, and
social dimensions. The research subject was 410 companies in which the assump-
tions of the sustainable development concept are implemented. The conducted
research and analyses made it possible to determine the degree of implementation
of the concept of sustainable development in enterprises and identify significant
differences depending on the adopted criteria.

Keywords: Sustainable development · Enterprise · Economic · Ecologic · Social

1 Introduction

The concept of sustainable development is a response to growing concerns that the
terrestrial ecosystemmay not be able to cope with the effects of human activities, and its
purpose is, among others, preventive elimination or reduction of imbalances occurring
simultaneously in its three main areas [1]. In the 1970s, the most important role was
played by environmental issues, and the undertaken actions or formulated guidelines
focused mainly on the methods of its protection [2]. However, with time, the other
two pillars of sustainable development were also taken into account - the social and
economic aspects, along with the environmental one of course. This, what was at first a
call to protect the environment, has beenmademore specific, including the improvement
of living conditions or economic growth [3].

Currently, the goals of sustainable development are implemented by both, organiza-
tions at the national level and individual economic entities operating on a given market.
The main issue of the sustainable development goals implementation by enterprises has
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been, and it is, the subject of constant research. However, for the purposes of this paper, a
literature review in the area of sustainable development practical implementation enter-
prises made it possible to identify a research gap. The research gap takes the form of the
lack of detailed research and analyzes concerning the practical implementation of goals
in SME enterprises, and in particular the lack of indication of significant differences in
the implementation of individual goals depending on the adopted criteria. Identification
of the existing research gap made it possible to formulate the research hypothesis “there
are significant differences in the implementation of the sustainable development goals
depending on the adopted criteria”, which will be verified in the course of the conducted
research and analyzes.

2 Literature Review

The concept of sustainable development derives in a straight line from the idea of devel-
opment that has accompanied societies since the dawn of history – a constant striving to
discover, learn, improve or make ideas and ideas physically character [4]. The concept
of sustainable development was more fully embedded in the 1970s, because from that
moment on, this concept became the subject of research, discussion and publication,
in which a wide group of scientists participated. Beginning in the 1970s, the concept
of sustainable development became the subject of programs, declarations and reports
on ecology, society and development issues, which over time became the main pillars,
aspects and dimensions of this concept. Currently, it occupies a widely exposed place in
discussions concerning the protection of the natural environment [5]. Entering the phrase
sustainable development into a search engine results in 438 million views. Currently,
this term denotes not only the best known and most cited concept, but also very well
documented in various publications. The result of such a broad discourse is most often
reports, strategies or declarations containing attitudes, concepts or solutions that fit in
with the idea of sustainable development.

It is also possible to distinguish the key stages that break the evolution of sustainable
development into three main periods:

1. The first period covers the period from economic theories, in which some theo-
rists recognized the limits of development and environmental requirements, warn-
ing against the negative effects of economic development, until 1972, when the
First United Nations Conference on the Environment of Man took place, in Stock-
holm. This conference meant the introduction of the concept of sustainable develop-
ment and although it did not fully link environmental problems with development, it
emphasized the need for changes in the policy of economic development [6]. It can
be assumed that this stage is characterized by theoretical considerations that do not
translate into practice.

2. The second period covers the years after the Stockholm Conference. The terms
development and environment, development without destruction and environmen-
tally compatible development have increasingly been used in publications. In 1980,
the International Union for Conservation of Nature (IUCN) put forward the idea
of combining economics and the environment through the concept of sustainable
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development [7]. In 1983, the United Nations World Commission on Environment
and Development (WCED) was established to develop a global change agenda. The
aim of this program was to raise awareness and concern about the negative impact
of socio-economic development on the environment and natural resources, and to
ensure the prospect of long-term and sustainable development compatible with the
environment, its protection and conservation [6]. After several years of work, in 1987
a commission of 19 delegates from 18 countries led by Gro HarlemBrundtland (then
Prime Minister of Norway) published the Our Common Future report, better known
as the Brundtland Report, which includes one of the most popular definitions of
sustainable development. This report initiated a new global socio-economic policy
in which the concept of sustainable development has become a key element in envi-
ronmental management and other areas of human activity [1]. It can be assumed
that this stage is, on the one hand, characterized by theoretical considerations, but
containing hints and guidelines for practical application.

3. The third period covers the years after the Brundtland Report and continues today.
The concept of sustainable development is currently implemented in many dimen-
sions, on its basis the concepts of sustainable transport, sustainable construction
and sustainable fashion were created, and each of them contains tips and guide-
lines enabling the practical implementation of solutions, resulting in benefits in the
economic, ecological and social dimensions [8].

The most popular and well-known definition of sustainable development is the one
contained in the report Our Common Future [9]: “At the present level of civilization,
sustainable development is possible, i.e. development in which the needs of the present
generation can be satisfied without reducing the chances of future generations for their
satisfaction”. The civilization itself is the level of social development that has been
achieved by society in a specific period [10]. Authors of paper [11] sees the concept of
sustainable development as “a qualitatively new form of conscious, responsible individ-
ual and social life, on the basis of development together with the environment – social
and natural, taking into account ecological limitations and social expectations”. Accord-
ing to Jackson [12], the idea of sustainable development appeared as one of the answers
to the issues related to economic growth, towards which modern society has been con-
fronted. It is a choice between continuing unsustainable growth, resulting in increasing
resource consumption, higher environmental costs, and increasing social inequalities,
or moving away from this type of growth. Sustainable development according to [13]
assumes the multiplication of goods in line with the efficiency of ecosystems, so that the
former do not lose their ability to renew.

Currently, it is also possible to distinguish several common elements of this concept,
referred to as paradigms of sustainable development [14–18]:

– man-made socio-economic development for a man who pursues socio-economic-
environmental egalitarianism;

– integration of all human activities reduced to three main dimensions: social,
environmental and economic;

– identifying this concept with a certain pattern, and even a development program,
enabling the implementation of goals and principles in a practical dimension;
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– searching for harmony between the main components of this concept – the natural
environment, society and economy, as well as striving for their equal treatment and
maintaining appropriate proportions between them;

– striving for the desired natural environment constituting the environment of human
life and a responsible society implementing the concept of intra- and intergenerational
justice.

Nevertheless, the issues resulting from the industrial revolution, i.e. the still unlimited
use of human and environmental resources, remain the greatest challenge to sustainable
development.

3 Research Methodology

The adopted research procedure included the following stages:

1. Selection of the research area – on the basis of previously conducted research in the
field of sustainable development, it was possible to identify a research area that has
not yet been thoroughly investigated – the practical implementation of the concept
of sustainable development in Polish enterprises.

2. Defining the subject of research – Polish enterprises from the micro, small and
medium-sized enterprises sector were selected as the subject of research. The jus-
tification for the research conducted among this group of enterprises is the fact that
they constitute 99.8% of all enterprises operating in Poland. Table 1 below presents
the sample structure in the form of activity characteristics and size.

Table 1. Structure of the research sample.

Main business profile Micro Small Medium TOTAL

Industry 13 37 60 110 (27%)

Construction 18 17 10 45 (10%)

Trade 33 38 27 98 (24%)

Transport and warehouse management 10 9 8 27 (7%)

Accommodation and gastronomy 4 5 2 11 (3%)

Information and communication 6 4 4 14 (4%)

Real estate market services 4 4 4 12 (3%)

Professional, scientific and technical activity 18 7 6 31 (8%)

Administration and activity 5 4 7 16 (4%)

Education 4 1 1 6 (2%)

Healthcare and social assistance 12 5 3 20 (5%)

Culture, entertainment and recreation 1 1 0 2 (1%)

Other service activities 6 1 1 8 (2%)
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In the study, the majority were enterprises employing more than 49 and less
than 250 people, operating in the industrial and commercial sectors. The next places
were taken bymicro-enterprises, also operating in the commercial and construction
industries, and conducting scientific, professional and technical activities. At the
same time, it should be noted that the presented distribution of enterprises is the
result of the earlier layered selection of the research sample. However, in the case
of the distribution in terms of the size of enterprises, this distribution is the most
proportional, because each group constitutes 1/3 of the entire research sample.

3. Selection and preparation of research tools – a survey questionnaire was selected
to conduct research among Polish enterprises, due to the fact that the survey is a
simple and quick way to collect large amounts of data on the surveyed enterprises.

4. Development of the questionnaire – on the basis of the conducted literature anal-
ysis, a questionnaire was constructed containing 20 questions about sustainable
development in Polish enterprises.

5. Conducting a pilot study – a pilot studywas carried out on a group of 10 enterprises.
Its aimwas to eliminate potential inaccuracies so that the respondents had no doubts
as to the essence of the questions asked.

6. Introduction of changes to the questionnaire – due diligence in the development of
the research tool meant that the conducted pilot study did not indicate the need to
make changes to the questionnaire.

7. Implementation of the survey – the main survey was conducted in the period from
August to December 2021, among 400 enterprises representing a representative
sample of the survey, using CATI and CAWI methods. The respondents of the
study were the owners of enterprises, as the assumption was made that they mainly
make decisions regarding activities that are part of the sustainable development
framework.

8. Verification of the obtained research material – the verification of the obtained
primary data did not reveal any errors or omissions.

9. Analysis of the obtained results – the obtained results were the primary data, which
were subjected to further analyzes. For this purpose, Statistica software and anExcel
spreadsheet were used. The following statistical methods were used: reliability
analysis and U Mann-Whitney tests.

10. Verification of hypotheses – the use of above-mentioned statisticalmethods and car-
rying out analyzes made it possible to verify the research hypothesis formulated for
the purposes of this paper, “there are significant differences in the implementation
of the sustainable development goals depending on the adopted criteria”.

Due to the fact that the nature of the answers to individual questions took the form of
single or multiple-choice answers and answers on a 6-point Likert scale, before starting
the analysis of the obtained test results, an analysis of the reliability of the measuring
scale was carried out, using the Alpha Cronbach statistic for this purpose. This statistic is
most often used to measure the internal consistency or reliability of a psychometric tool.
It is a factor that tests the reliability of the research questionnaires used, and in particular
the internal consistency of the tool used. The Cronbach’s alpha statistic is based on the
correlation coefficients of all the questions in the questionnaire with the overall score
on this scale. Cronbach’s alpha can take values in the range from 0 to 1, with the value
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of 0.6 being assumed to be the correct and commonly accepted value, although the aim
is for the value of this coefficient to be 0.9. Table 2 below contains the results of the
performed descriptive statistics for the issues included in the research questionnaire.

Table 2. Values of descriptive statistics of individual issues included in the questionnaire.

Issue Mean Variance Standard deviation Cronbach’s alpha

Realization of economic goals 62.20 0.40 12.16 0.88

Realization of environmental
goals

53.70 0.06 15.66 0.89

Realization of social goals 63.39 0.11 12.11 0.89

4 Research Results

In order to make a comparison between the selected groups, in this case between micro,
small and medium enterprises, the non-parametric U’Mann-Whitney test was used. The
use of this test made it possible to determine whether there are significant statistical
differences between the selected groups of the enterprise in the assessment of economic,
environmental and social goals, listed in the Table 3.

Due to the distinguished groups of enterprises from the SME sector, the conducted
tests compared:

– micro-enterprises with small ones;
– micro-enterprises with medium-sized ones;
– small and medium-sized enterprises/

The Table 4 presents test values for factors related to the assessment of the signifi-
cance of differences in the assessment of economic goals implemented by the surveyed
enterprises. The results presented in the Table 4 show that:

– micro-enterprises significantly more often indicated the implementation of economic
goals in the form of reducing investment risk in strategic areas of the company (Z =
0.979; p= 0.032); the possibility of using technologically advanced IT resources (Z =
0.289; p= 0.027) and increasing the number of customers (Z = 0.069; p= 0.045) than
small enterprises.Moreover, they significantlymore often indicated better cooperation
with clients and partners (Z = 0.442; p = 0.045) than medium-sized enterprises;

– small enterprises significantly more often indicated the implementation of economic
goals in the form of better cooperation with clients and partners and acceleration
of enterprise development (Z = –1.449; p = 0.014) than micro-enterprises and
improvement of employee efficiency (Z = 0.442; p = 0.045) than medium-sized
enterprises;
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– medium enterprises significantly more often indicated the implementation of eco-
nomic goals in the form of greater economic efficiency (Z = –0.389; p = 0.045, Z
= –0.906; p = 0.046) and higher cost predictability and stability (Z = –0.044; p =
0.049, Z = –0.252; p = 0.048) than micro and small enterprises. However, in rela-
tion to micro enterprises only, medium enterprises significantly more often indicated
the implementation of economic goals in the form of improving cooperation between
employees (Z = –0.221; p= 0.042), and the possibility of faster launching innovations
compared to small enterprises (Z = 0.422; p = 0.045).

Table 3. Factors related to the assessment of the significance of differences in the assessment of
economic, environmental and social goals.

Goals Variables

Economical

Achieving business profits 1.1

Greater economic efficiency (reduced level of investment outlays) 1.2

Reduction of costs related to e.g. the day-to-day operations of the enterprise 1.3

Higher cost predictability and stability 1.4

Reduction of investment risk in strategic areas of the company 1.5

Ability to use technologically advanced IT resources (hardware, software,
services)

1.6

Better cooperation with customers and partners 1.7

Improving the company’s image 1.8

Increasing the number of customers 1.9

Improving collaboration between employees 1.10

Improving the efficiency of employees 1.11

Better business continuity 1.12

Possibility to standardize and simplify organizational procedures 1.13

Possibility of faster launch of innovations (e.g. new/modified services,
processes, products)

1.14

Acceleration of enterprise development (implementation of new business
models)

1.15

Environmental

Use of renewable energy sources 2.1

The use of energy-saving devices 2.2

Reduction of the working time of electronic devices 2.3

The use of efficient heating and emission-reducing systems 2.4

Building insulation (thermal insulation, insulated windows) 2.5

(continued)
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Table 3. (continued)

Goals Variables

Reduction of radiation, noise and noise related to the use of electronic
equipment

2.6

Influencing customers towards environmentally friendly behavior 2.7

Resignation from packaging that is difficult to dispose of in favor of those that
can be recycled

2.8

Waste segregation by staff 2.9

Automatic shutdown of unnecessary devices and lighting 2.10

Producing and selling environmentally friendly products 2.11

Maximum use of natural daylight 2.12

The use of devices regulating water consumption (aerators, stream pressure
regulators, timer stops, photocells)

2.13

Reuse of materials/raw materials 2.14

Recycling of broken, defective or used products 2.15

Social

Employing based on labor contracts 3.1

Offering work to people from the closest social environment 3.2

Compliance with the provisions resulting from the applicable law 3.3

Conducting activities for the benefit of the local community 3.4

Taking care of safety in the workplace 3.5

Transparency of the career path 3.6

Activities for equality 3.7

Striving to create a friendly atmosphere at work 3.8

Engaging employees in the affairs of the enterprise 3.9

Pay wages on time and pay taxes and fees due 3.10

Development and application of accepted ethical standards related to the
conducted activity

3.11

Pro-social activity 3.12

Conducting activities for the development of local culture 3.13

Participation in charity events 3.14
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Table 4. U’Mann-Whitney test values for factors related to the assessment of the significance of
differences in the assessment of economic goals.

Factor Micro/small Micro/medium Small/medium Mean

Z p Z p Z p Micro Small Medium

1.1 –0.415 0.678 –0.378 0.705 0.063 0.950 4.96 4.89 4.92

1.2 1.277 0.202 –0.389 0.045 –0.906 0.046 3.17 3.14 3.9

1.3 1.168 0.243 0.480 0.631 –0.709 0.479 3.96 3.79 3.9

1.4 0.195 0.846 –0.044 0.049 –0.252 0.048 3.07 3.13 3.78

1.5 0.979 0.032 –0.230 0.818 –1.161 0.246 3.94 3.45 3.66

1.6 0.289 0.027 0.449 0.654 0.721 0.471 3.99 3.02 3.11

1.7 –1.449 0.014 0.753 0.045 0.691 0.490 4.06 4.86 3.75

1.8 0.156 0.876 –0.192 0.848 –0.344 0.731 4.81 4.8 4.84

1.9 0.069 0.045 0.038 0.970 –0.028 0.978 4.72 4.11 4.22

1.10 0.535 0.592 –0.221 0.042 –0.305 0.760 4.39 4.32 4.86

1.11 0.610 0.542 0.179 0.858 0.442 0.045 4.14 4.75 4.01

1.12 –1.207 0.227 –0.071 0.943 1.143 0.253 4.29 4.45 4.3

1.13 0.355 0.722 –0.174 0.862 –0.533 0.594 4.2 4.17 4.24

1.14 –0.047 0.963 –0.444 0.657 –0.429 0.046 3.01 3.19 3.99

1.15 –0.076 0.040 –0.122 0.903 –0.064 0.949 3.16 3.96 3.98

Then, it was examined whether there were significant differences in the assessment
of environmental goals implemented by the studied groups of enterprises (Table 5).

The results presented in the Table 5 show that:

– micro-enterprises significantly more often indicated the implementation of environ-
mental goals in the form of the use of energy-saving devices (Z = 0.173; p = 0.046,
Z = 0.141; p = 0.048) and waste segregation by staff (Z = 0.279; p = 0.045, Z =
0.204; p = 0.038) than small and medium-sized enterprises. Moreover, they signifi-
cantly more often indicated the reduction of working time of electronic devices than
small enterprises (Z = 0.215; p = 0.030);

– small enterprises significantly more often indicated the implementation of environ-
mental goals in the form of building insulation (Z = –0.076; p = 0.040); producing
and selling environmentally friendly products (Z = –1.179; p= 0.023); reuse of mate-
rials/raw materials (Z = –2.550; p = 0.011) and recycling of broken, defective, used
products (Z = –1.451; p= 0.014) thanmicro enterprises. Moreover, they significantly
more often indicated that they gave up packaging that is difficult to recycle in favor
of those that can be recycled (Z = 0.333; p = 0.039) than medium enterprises;

– medium enterprises significantly more often indicated the implementation of envi-
ronmental goals in the form of the use of renewable energy sources (Z = –0.353; p
= 0.024, Z = –0.052; p = 0.049) than other groups of enterprises, and automatic
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Table 5. U’Mann-Whitney test values for factors related to the assessment of the significance of
differences in the assessment of environmental goals.

Factor Micro/small Micro/medium Small/medium Mean

Z p Z p Z p Micro Small Medium

2.1 0.312 0.755 –0.353 0.024 –0.051 0.049 2.53 2.41 3.46

2.2 0.173 0.046 0.141 0.048 0.027 0.979 3.98 2.94 2.98

2.3 0.215 0.030 0.101 0.920 0.247 0.805 3.94 3.47 3.44

2.4 0.511 0.610 0.047 0.963 –0.400 0.689 3.47 3.35 3.44

2.5 –0.076 0.040 –0.537 0.591 –0.377 0.706 3.67 4.65 3.76

2.6 0.068 0.946 0.239 0.811 0.160 0.873 3.33 3.32 3.29

2.7 0.871 0.384 –0.019 0.985 –0.859 0.390 3.73 3.54 3.72

2.8 0.153 0.879 –0.227 0.821 0.333 0.039 3.56 4.51 3.59

2.9 0.279 0.045 0.204 0.038 0.118 0.906 5.28 4.24 4.26

2.10 –0.185 0.853 –0.671 0.502 –0.449 0.045 3.97 4.98 4.11

2.11 –1.179 0.023 –0.390 0.697 0.780 0.435 3.36 4.62 3.45

2.12 0.069 0.945 –0.473 0.636 –0.509 0.611 4.25 4.22 4.3

2.13 –1.111 0.267 –1.126 0.260 –0.028 0.977 2.79 2.98 3.01

2.14 –2.550 0.011 –1.589 0.112 0.956 0.339 3.18 3.69 3.49

2.15 –1.451 0.014 –1.199 0.231 0.270 0.787 3.59 4.89 3.84

switch-off of unnecessary appliances and lighting (Z = –0.449; p= 0.045) than small
enterprises.

In the last step, it was examined whether there were significant differences in the
assessment of social goals implemented by the studied groups of enterprises (Table 6).
The results presented in the Table 6 show that:

– micro enterprises significantlymore often indicated the implementation of social goals
in the form of engaging employees in the affairs of the enterprise (Z = 0.580; p =
0.046) than medium enterprises;

– small enterprises significantlymore often indicated the implementation of social goals
in the form of employing employees based on employment contracts (Z = –0.551;
p= 0.045); conducting activities for the benefit of the local community (Z = –0.127;
p = 0.049); pro-social activity (Z = –0.279; p = 0.048) and participation in charity
actions (Z = –1.486; p = 0.037) than micro enterprises. Moreover, they more often
achieved the goal of engaging employees in the affairs of enterprises (Z = 0.279; p
= 0.048) than medium enterprises;

– medium enterprises significantly more often indicated the implementation of social
goals in the form of employing employees based on employment contracts (Z = –
0.465; p = 0.042); conducting activities for the benefit of the local community (Z =
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Table 6. U’Mann-Whitney test values for factors related to the assessment of the significance of
differences in the assessment of social goals.

Factor Micro/small Micro/medium Small/medium Mean

Z p Z p Z p Micro Small Medium

3.1 –0.551 0.045 –0.465 0.042 –0.058 0.954 4.09 4.56 4.66

3.2 0.654 0.513 0.572 0.567 –0.090 0.929 4.17 4.06 4.08

3.3 –0.494 0.621 –0.169 0.866 0.341 0.733 5.06 5.13 5.1

3.4 –0.127 0.049 –0.566 0.045 –0.412 0.680 3.59 4.62 4.71

3.5 –0.245 0.807 –0.174 0.862 0.078 0.938 5.12 5.15 5.14

3.6 –0.558 0.577 –0.247 0.040 –0.316 0.042 4.5 4.57 5.55

3.7 –0.427 0.669 –0.959 0.337 –0.517 0.605 4.16 4.26 4.39

3.8 –0.020 0.984 –0.309 0.045 –0.282 0.048 4.19 4.19 5.24

3.9 –0.819 0.413 0.279 0.048 0.580 0.046 4.53 4.64 3.56

3.10 0.498 0.618 –0.485 0.627 –0.986 0.324 5.37 5.25 5.41

3.11 –0.118 0.906 0.306 0.760 0.434 0.664 5.01 5.02 4.95

3.12 –0.279 0.048 –0.449 0.043 –0.753 0.451 3.65 4.63 3.75

3.13 0.723 0.469 –0.171 0.864 –0.882 0.037 3.32 3.22 4.36

3.14 –1.486 0.037 –1.246 0.021 0.352 0.725 2.54 3.83 3.78

–0.566; p= 0.045); transparency of the career path (Z = –0.247; p= 0.040); striving
to create a friendly atmosphere at work (Z = –0.309; p = 0.045); pro-social activity
(Z = –0.449; p= 0.043) and participation in charity actions (Z = –1.246; p= 0.021)
than microenterprises. However, in relation to small enterprises, they significantly
more often indicated the implementation of social goals in the form of transparency
of the career path (Z = –0.316; p = 0.042); striving to create a friendly atmosphere
at work (Z = –0.282; p = 0.048) and carrying out activities for the development of
local culture (Z = –0.882; p = 0.037).

5 Conclusion

The conducted research and subsequent analyzes clearly indicated that, depending on
the size of the enterprise, there are significant differences in the practical implementation
of sustainable development goals in enterprises. Therefore, it can be assumed that the
research hypothesis in the form of “there are significant differences in the implementa-
tion of the sustainable development goals depending on the adopted criteria” has been
positively verified. Most differences exist between micro and medium-sized enterprises,
they are probably caused by the fact that micro-enterprises employ up to 9 people, and
medium-sized enterprises – min. 50, which may already cause the occurrence of many
differences, for example in the aspect of achieving social goals.
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The conducted research may be of great cognitive value both for business entities
and scientists conducting research in the field of sustainable development.With regard to
economic organizations, these studies may indicate directions for further proceedings in
the process of achieving the goals of sustainable development. For researchers, however,
they may constitute an introduction to further, more detailed research in this field.

However, it should not be forgotten that the research and analysis conducted in
this article have some limitations – they were primarily focused on Polish enterprises,
which may limit the possibility of drawing more general conclusions with regard to all
enterprises operating on the market. Therefore, in further research, it is worth focusing
on a larger group of enterprises (not limited only to Polish ones), which will allow for
a more detailed picture of the practical implementation of the sustainable development
goals in economic entities.
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8. Čiegis, R., Šimanskienė, L.: The concept sustainable economic development and indicators

assessment. Manag. Theory Stud. Rural Bus. Infrastruct. Dev. 21(2), 34–42 (2010)
9. UN: Secretary-General: Report of theWorld Commission on Environment and Development:

Our Common Future. UN, New York (1987)
10. Ghobakhloo,M.: Industry 4.0, digitization, and opportunities for sustainability. J. Clean. Prod.

252, 119869 (2020). https://doi.org/10.1016/j.jclepro.2019.119869
11. Kamble, S.S., Gunasekaran, A., Gawankar, S.A.: Achieving sustainable performance in a

data-driven agriculture supply chain: a review for research and applications. Int. J. Prod.
Econ. 219, 179–194 (2020). https://doi.org/10.1016/j.ijpe.2019.05.022

12. Jackson, T.: Dobrobyt bez wzrostu. Wydawnictwo Naukowe Uniwersytetu Mikołaja
Kopernika, Toruń (2015)
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Abstract. In today’s world, knowledge, innovations, new ideas and intellectual
achievements are becoming the driving forces of the economy. The realities of
the modern business environment, which have developed in the context of the
intellectualization of the world economy, require a revision of the classical ideas
of management regarding the rules of doing business, competition and markets.
The issue of socio-economic development of the country as a whole, as well as
its individual regions, is solved through the active implementation of innovations.
The role of innovative business structures in ensuring sustainable economic devel-
opment of the world’s countries is growing rapidly, this attracts more and more
attention from the state, society and the scientific community. Innovative business
structures include startup projects that are becoming increasingly popular all over
the world, including Ukraine. The process of spreading innovations is inextricably
linked to the development of the startup ecosystem. Important components of the
startup ecosystem are government institutions, state and local authorities, financial
and investment organizations, business, communication and educational support
organizations, as well as existing entrepreneurs and their associations. The devel-
opment of the startup ecosystem can be measured using indexes, among which,
such international indexes as StartupBlink and Startup Genome are most fully rep-
resented. StartupBlink is of the particular interest, it displays a map of the startup
ecosystem and a research center that works to identify the dynamics of startup
ecosystems around the world and help accelerate their growth. The paper grouped
countries into 5 clusters, which made it possible to identify the features of the
development of startup ecosystems, and provide characteristics of each group of
countries, and in the future will become the basis for developing recommendations
and forming strategies for the development of the startup ecosystem.

Keywords: Startup · Ecosystems · Global Startup Ecosystem Index ·
Clustering · Cluster analysis

1 Introduction

The issue of socio-economic development of the country as a whole, as well as its
individual regions [1, 2], is solved through the active implementation of innovations.
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Innovations spreading process is inextricably linked to the development of the startup
ecosystem.

Investigation goal: the formation of homogeneous startup ecosystems of the country
as a basis for developing strategies for their development.

2 Literature Survey

According to the cenological approach, an ecosystem is understood as “a set of insti-
tutions effectively interacting in the economic system” [3]. This interpretation is based
only on the material perception of the ecosystem as a set of various organizations and
produces a non-material component – an environment that promotes the development
of creativity, innovation and entrepreneurial spirit. This assistance is provided by the
activities of various people and institutions, among which the main place is given to
universities.

In addition, important components of the startup ecosystem are governmental insti-
tutions, state and local authorities, financial and investment organizations, business,
communication and educational support organizations, as well as existing entrepreneurs
and their associations [4].

The development of the startup ecosystem can be measured using indexes, among
which, today, such international indexes as StartupBlink [5] and Startup Genome [6]
are most fully represented. The formation of these indices and their components is a
significant basis for understanding the nature of the components of the startup ecosystem,
as well as its development factors.

StartupBlink is of the particular interest, it shows a map of the startup ecosystem
and a research center that works to identify the dynamics of startup ecosystems around
the world and help accelerate their growth.

The Global Startup Ecosystem Index consists of hundreds of thousands of data
points that are processed using an algorithm that takes into account several dozen
parameters. Themethodology for calculating the StartupBlink ecosystem index includes
3 components: quantitative, qualitative indicators, and an assessment of the business
environment.

The quantitative component shows the level of activity of the ecosystem through
its stakeholders and other indicators, such as: the number of startups, the number of
coworking spaces, the number of accelerators, the number ofmeetings related to startups,
which allows to set the level of activity of the startup ecosystem.

The qualitative component of the rating investigates the parameters that indicate the
qualitative results achieved by the ecosystem. These parameters include analyzing the
popularity of the best startups in the ecosystem: traffic, domain rating, customer base;
availability of branches and research centers; international technology corporations;
branches of multinational companies; investment volume; number of startup employees;
unicorn companies, exit companies, and pantheons.

The component related to the assessment of the business environment combines
business and economic indicators at the national level, with focus on general indicators
related to infrastructure, business environment, and the ability of startup founders towork
in any country. The main components of the business environment are: ease of doing
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business and registering companies; availability of the internet and its speed; investment
in R&D; availability of various technological services (payment portals, travel exchange
programs, cryptocurrencies); number of patents per capita; level of English proficiency,
etc.

Today, the startup topic is very popular in Ukrainian business [7], since it is startups
that make up the largest number of innovative and newest products or services, which is
a significant prospect for attracting domestic and foreign investment in the economy.

So, a startup ecosystem is such an environment where people and organizations
(enterprises) are involved in, and it creates and supports scientific developments and the
possibility of their entry into the market.

The modern startup ecosystem in Ukraine is represented by the following compo-
nents:

– an entrepreneur acting as an expert;
– financial institutions/investors that provide startup capital and contribute to the growth
of startups and their entry into the market;

– government/state that has an important role in construction and support of
entrepreneurs and implement relevant legislative initiatives;

– corporations/private sector that help in checking ideas, hypotheses, and testing;
– universities that act as the core of the ecosystem and create all the conditions for
the development of entrepreneurial education and culture and the fusion of student
startups;

– innovative infrastructure that evaluates and, if necessary, helps choose an innovative
idea and implement it in a startup.

Within the startup ecosystem, all the participants involved are connected to each
other. Entrepreneurs unite to exchange ideas and interact with universities to attract
future employees, and investors are learning to understand which types of entrepreneurs,
teams, and startups are most likely to succeed and can make an exit - invest money in
startups,whichmakes it possible to raise newcapital.However, one should drawattention
to the determining role of higher education institutions in the formation of the startup
ecosystem.

It is advisable to start forming a local startup ecosystem on the basis of higher
education institutions. O.M. Beketov National University of Urban Economy in Kharkiv
has practical experience in this area, on the basis of which a holistic ecosystem of
support for startup projects has now been formed, this has a positive impact on regional
economic and innovative development. The experience of formation can be considered
in the structural and time planes.

The main structural elements currently are:

1) Beketov startup School junior development school, which is intended for schoolchil-
drenof theKharkiv region andprovides training anddevelopment of their own startup
project, as well as its presentation at the All-Ukrainian (regional) competition;

2) Beketov startup school is designed primarily for applicants, young scientists, teach-
ers, as well as anyone who has their own idea or development for startup projects
and provides training according to the developed training program, mentoring and



Cluster Analysis Usage as Prerequisite for Implementing Strategies 293

expert support, pitching startup projects and business plans and participation in the
All-Ukrainian startup festival;

3) the goal of the Beketov Business Incubator is to create infrastructural and consult-
ing support for youth entrepreneurship. Currently the business incubator is focused
specifically on the successful implementation of startups and business ideas and
is a logical part of supporting promising startups that have become graduates of
BEKETOV STARTUP SCHOOL;

4) Beketov Science Park is designed for the development of highly scientific develop-
ments and further commercialization of scientific and startup projects developed in
the previous stages;

5) the “Megapolis” Technology Transfer Center provides university-wide, national and
international coordination support for technology transfer for all representatives of
the local startup ecosystem of O.M. Beketov National University of Urban Economy
in Kharkiv.

The university ecosystem is based on the concept of SMART specializations, is
coordinated with the development strategy of the Kharkiv region until 2027 [8] and is
focused on the SMART-city direction.

The development of startup ecosystems is due to a variety of support systems that
are implemented at different levels: international, national, regional, and local.

Research [9] shows that the presence of a system of support for entrepreneurship by
the government at any level already has a positive impact on the intentions of potential
entrepreneurs to start a business in any form.

If the support program is effective and newly created business entities are satisfied
with it, then this leads to greater efficiency of startups [10]. Accordingly, the formation
of the startup ecosystem of a city, region, or state requires a comprehensive combination
of the most effective support tools.

The authors of the investigation [9] rely on the conclusions made in [11], where
it was established that obtaining management or technological support, supporting the
main business functions (marketing, financial management and operational activities),
is more effective for low-productive startups, while support in functions such as human
resources and capital raising had a great impact on high-performance startups [12].
Therefore, support for entrepreneurship is necessary at all levels, including the regional
level.

The use of local support programs, according to [13], has a number of advan-
tages, which should include: a better level of adaptation to the needs of the territory
and business; attracting a wider range of subjects, which can provide a wider range of
competencies on this issue to the authorities.

Accordingly, in order to optimize local support, one should take into account the
factors that will affect the formation of a local startup ecosystem. Thus, in the paper
[14], 6 factors that were determined by David J. Storey in 1994 are given: demographics,
unemployment, wealth, educational and professional level of the labor force, prevalence
of small businesses, level of security with your own housing.

These factors for sure affect the development of the territory, but with different
strengths, whichwill depend on the country, historical, national and cultural background.
So, in the context of domestic realities, such a factor as the prevalence of small firms



294 M. Kyzym et al.

will not be a determining factor for starting a business, as well as the availability of their
own housing, in conditions of distrust of the financial and credit system and existing
credit conditions, will not determine it as a start for entrepreneurship.

In addition, the authors can add obstacles caused by the mentality – people are afraid
of failure, are not ready to take risks (the three F rule does not work); low business
culture, which causes problems of agreement between founders; distrust of traditional
investors and businessmen to invest in startups and distrust of government institutions
and the credit sector in general.

The guidelines for Local and State Governments to Promote Entrepreneurship
[15] indicate that venture funds and incubation centers are often tools for promoting
entrepreneurship development by local governments. At the same time, these tools are
not always combined effectively. Themodel being standard is one that combines govern-
ment, venture funds and business incubators, but, according to [15], it is more expedient
to focus it on the entrepreneur and attract existing entrepreneurs. This recommendation
is based on a study [16–19] that proves the effectiveness of local connections compared
to national or global ones for the success of entrepreneurs. This is due to the fact that both
new and existing entrepreneurs move in a single business environment, so successful
local businessmen can become sources of useful information, knowledge andmotivation
for those who start a new business. That is why the local startup ecosystem should create
communication between startup makers, scientific institutions, investors who find it dif-
ficult to identify local entrepreneurs, and other entrepreneurs who are already operating
in this area in this territory.

The role of local self-government bodies is to promote interaction between
entrepreneurs and institutions that support entrepreneurship [15]. This allows to cre-
ate an environment that catalyzes and provides synergy through training, interaction,
establishing relationships and discussing problems and receiving feedback from exist-
ing entrepreneurs, experts, consultants, trainers [15]. Good examples of promoting the
development of the startup movement at the city level are the creation of municipal
startup centers in Mariupol and Kharkiv. It is important to provide investments to as
many future entrepreneurs as possible during the formation of the ecosystem, which
requires competitive selection of the best start-up projects and their initial financial sup-
port from the investment fund. According to the authors [15], it is better to provide a
smaller amount of investment to a larger number of startups than one large investment,
which will create a certain network and group of startups that will be able to support
each other and integrate into the local business environment.

3 Methods

Global Startup Ecosystem Index 2021 presents a rating of countries with a total number
of 100, where total Score (corresponds to the position in the rating) and Rank Change
(from 2020) are marked (shows the change in the rating in 2021 relative to 2020). The
research methodology is based on the analysis of the dynamics of countries’ ranks of
changes in the Global Startup Ecosystem Index rating from StartupBlink, which allows
to determine dynamic changes by year (2021–2020), as well as structural changes that
led to such changes in the context of index components. For a detailed investigation of
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the best practices for developing generalized recommendations for the development of
the startup ecosystem, it is proposed to group countries taking into account their rating
and the changes that occurred in 2021 compared to 2020. For this purpose, thesemethods
are enhanced by cluster analysis, which forms the homogeneous groups of countries and
determines common characteristics. The purpose of cluster analysis is to form relatively
homogeneous groups (clusters) in the variable space based on a set of models and
methods for aggregating rows in the data matrix. Usage of cluster analysis has a certain
sequence of actions and involves the use of several methods [16–19]. Taking into account
existing developments, the sequence of cluster analysis will be used in stages: forming a
sample for cluster analysis; determining a set of criteria (features) for which clustering
is performed; conducting a hierarchical cluster procedure for creating groups of similar
objects by various methods in order to form a hypothesis about natural clustering; testing
the hypothesis of natural clustering by the k-averagemethod; verification of the reliability
of the obtained cluster analysis results.

When defining clusters, one uses the most commonly used integral measure – the
square of Euclid’s distance. The Euclidean distance between two points x and y is the
shortest distance between them. If the space is two-dimensional or three-dimensional,
then this measure is geometrically the length of the straight line connecting these points.
In case of n variables, the Euclidean distance is calculated by the formula [16–19]:

dist(x, y) =
√
√
√
√

n
∑

i=1

(xi yi). (1)

The square of the Euclidean distance is calculated by the formula:

dist(x, y) =
n

∑

i=1

(xi yi)
2. (2)

Compared to Euclidean distance, this measure pays more serious importance to large
distances. If the centroid, median, or Ward method is used, it is usually recommended
to use this measure [16–19].

It is also necessary to establish the significance and existence of interdependence
between certain sample criteria. In order to do this, one conducts additional analysis
using statistical methods. Variance analysis is a procedure for comparing the average
values for samples, on the basis of which it is possible to draw conclusions about the
ratio of the average values of general populations. The overall variability of a variable is
divided into two components: intergroup (factor), due to differences in groups (average
values), and intragroup (errors), due to random (not taken into account) reasons. The
greater the proportion of the distribution between group and intragroup variability (F-
ratio), the greater the difference is in the average values of the compared samples, and,
accordingly, the higher the statistical significance of this difference [13–16].

Let us define Fischer statistics by the formula:

F = Intergroup variance

Intragroup variance
= S21

S22
. (3)
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Fischer statistics reflects the significant contribution of each metric to cluster differen-
tiation. Positive trend of the significance indicator for i → 0.

4 Discussion

Since 2013, the StartupBlink website has been updating the Global Startup Ecosystem
Index from StartupBlink annually, which is the largest complete ranking of startup
ecosystems in 100 countries and 1000 cities in the world.

So, Fig. 1 shows the dynamics of the 20 leaders of countries according to the Global
Startup Ecosystem Index from StartupBlink over the past 3 years.

Fig. 1. Leading countries in the Global Startup Ecosystem Index from StartupBlink [5]

Disclosure of the components of the Global Startup Ecosystem Index allows to
determine the impact of each of its components on the overall result.

Figure 2 shows the quantitative, qualitative and business components of the leading
countries in comparison with Ukraine according to the Global Startup Ecosystem Index
from StartupBlink in 2021.

In this list, Ukraine ranked 34th place in 2021 according to the rating, in the previous
year the rating of Ukraine was 29th. Among 1000 cities in the world, 6 cities of Ukraine
took places in the rating. Kyiv is on the 48th place of the rating, Lviv – 255, Odessa – 394,
Kharkiv – 513, Ternopil – 787, and Dnipro – 883.

An ecosystem that decreased in the ranking wasn’t necessarily worse than in the
previous year. The reduction reflects the faster growthof other higher-ranking ecosystems
going up.

At the first stage of cluster analysis, a selection from 100 countries was formed that
are represented in the Global Startup Ecosystem Index 2021, 4 of them were included
in this rating for the first time in 2021.
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Fig. 2. Leading countries and Ukraine in the International Global Startup Ecosystem Index from
StartupBlink, compiled by the authors on the basis of [5].

The second stage allowed to formulate a set of criteria (attributes) according to which
clustering is to be held: Total Score and Rank Change (from 2020). Cluster analysis is
implemented in the IBM SPSS Statistics trial program. Having made a hierarchical
classification by constructing a dendrogram to identify the so-called “natural” clusters,
based on the results of clustering by variousmethods (intra-group connections, far neigh-
bor, Ward method), an assumption was made about the formation of 5 enlarged natural
clusters.

Two-step cluster analysis testified a good silhouette measure of connectivity and
cluster distribution (Fig. 3).

Fig. 3. Two-step cluster analysis using the SPSS Statistics software

Verification of the results of the breakdown of enterprises by clusters, presented in
the form of a dendrogram for two factors, was carried out using the k-average method,
taking into account the distribution over 5 clusters. The results of cluster analysis are
presented in the table using the k-mean method (Table 1).
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Table 1. Table of results of clustering countries by Rank Change (from 2020) and Total Score
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The table shows the grouping of countries by cluster, the minimum and maximum
boundaries of clusters in the context of two indicators, as well as the number of countries
included in each cluster. Further implementation of cluster analysis involves conducting a
variance analysis, the results of calculations are presented in the form of a table (Table 2).

Fischer statistics reflects the significant contribution of each indicator to cluster
differentiation, with the largest share of the total Score indicator. Validation of variance
analysis and Fischer Statistics indicates the validity of such a distribution.

Table 2. Univariate analysis of variance using SPSS Statistics software.

Indicator Connections Sum of
squares

Degree of
freedom

Middle
square

F Value

Rank Change
(from 2020)

Between
groups

3421.864 4 855.466 75.607 0.00

In groups 1029.626 91 11.315

Total 4451.490 95 – – –

Total Score Between
groups

16207.285 4 4051.821 352.460 0.00

In groups 1046.121 91 11.496 – –

Total 17253.406 95 – – –

5 Conclusion

The group includes 96 countries (4 countries that were in the rating for the first time
were automatically excluded), which formed 5 clusters that differ from each other, but
have common characteristics within the selected groups. Each cluster has its own char-
acteristics. So, only one country belongs to cluster 1 – United States – which has been
leading with a large gap in this rating for several years and has a maximum Total Score
of 124.42.

The second cluster includes countries that are representatives of the top 20 (a total
of 17 countries from the 2nd to the 18th place; Total Score: 28,719–9,633) and are
characterized by a high level of the index, as well as moderate changes in the range of
falling by amaximum of−6 positions (Spain) and growing by amaximum of 7 positions
(China). Despite the change in position in the rating, the countries of this cluster are the
leaders of the startup movement in the world.

The third cluster is represented by the largest number of countries (45) that are in
the range from 19 to 98 positions of the rating and have minor changes in rank in this
interval both in the direction of decline (maximum - 4 positions: Brazil, Italy) and in the
direction of growth (maximum 5 positions: Turkey, Nigeria, Bangladesh), or do not have
any changes in the rating (South Korea, Japan, Denmark, Austria, Thailand, Vietnam,
Lebanon, Qatar).
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The fourth cluster is represented by countries that achieved rapid growth in the
rating in 2021 compared to 2020 (minimum - 7, maximum - 18 positions): a total of 11
countries, among which the highest growth in the rating is demonstrated by United Arab
Emirates (+18 positions), Saudi Arabia (+17 positions), Uruguay (+15 positions), New
Zealand (+14 positions).

The last, fifth cluster, represented by 22 countries, it also includes Ukraine, which
occupies the 34th position in 2021 (Total Score 5,705) and has a drop of −5 points. The
countries of this cluster are characterized by a negative rating change in 2021 (from −
4 to −19 positions): Azerbaijan (−19 positions), Dominican Republic (−18 positions),
Ecuador (−15 positions), Moldova (−13 positions), Hungary, Bosnia and Herzegovina,
Morocco (−12 positions), Slovenia, Serbia, Paraguay (−11 positions), Greece (−10
positions). It should also be noted that negative changes have occurred in the startup
ecosystems of European countries: Czechia, Latvia, Slovakia, Belarus, Albania.

Thus, the generalization of countries rating in 5 clusters allowed to identify the
features of the development of startup ecosystems, to provide characteristics of each
group of countries, and in the future to become the basis for developing recommendations
and forming strategies for the development of the startup ecosystem.
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Abstract. A non-standard method of forecasting load and power consumption
using a regression model is considered. The training sample is taken as a basis,
which is a set of values of the maximum annual load of the power system for
the past ten years. The work is devoted to the issues of optimal design of the
regression equation in the form of a time polynomial (polynomial) in order to
ensure a high value of forecasting for the next five years and to estimate the
confidence intervals of the forecast. A feature of this method of forecasting is the
ability to find the values of the time series based on its historical values in energy.
Which is the basis for planning, managing and optimizing energy production and
control. Selection of informative indicators and determination of the type ofmodel
are considered separately. The statistical capacity of the model is being tested.
However, the absence of autoregressive connections is checked. Calculation of
interval estimates of the indicator and forecasting errors. Forecasting by regression
model. In contrast to previous research, the authors have shown how to achieve
a high rate of forecasting using the Python programming language and NumPy
libraries. The results of the work will be useful for machine learning technologies,
data science, statistics, energy companies and power systems and others.

Keywords: Energy system · Efficiency · NumPy · Statistics · Machine learning ·
Data science · Forecasting · Power engineering

1 Introduction

Increasing the security of electricity supply is one of the most important conditions for
improving economic efficiency. With the growing use of smart electricity meters and the
widespread introduction of various technologies for its production, such as solar panels,
etc. [1], there is a lot of data on electricity consumption [2, 3].

Data Science – studies the problems of analysis, processing, and presentation of
data in digital form. Combines methods for processing data in large volumes and a high
level of parallelism, statistical methods, methods of data mining and the use of artificial
intelligence to work with data, as well as methods of designing and developing databases
[4, 5]. These data can be presented as multidimensional time series and used not only
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to model but also to predict future electricity consumption [6]. Planning and forecasting
play an important role in the reliability of electrical networks and enterprises [7, 8].
Forecasting makes it possible to create effective management and optimize the purchase
and sale of goods and services to enterprises [9].

By observing the use of electricity, it has become possible to identify and study
patterns based on economic and physical indicators in databases, which significantly
increases the amount of input information for forecasting.

Given that modern approaches to economic and technical management are increas-
ingly demanding on the accuracy of forecasting, the task of forecasting time series is
becoming more difficult along with the development of information technology [10].

The task of forecasting time series is relevant at any time and its solution is an
integral part of the daily work of most companies. This problem is solved by creating a
forecasting model that adequately describes the research process.

This paper describes the construction of a mathematical model using the principal
components method for forecasting electricity volumes. Energy supply is a participant in
the wholesale electricity market and an intermediary between the wholesale market and
the final consumer [11, 12]. Usually, the amount of electricity that an energy company
needs to buy on the wholesale market is equal to the projected amount [13].

It is very important tomake a forecast with the least error. Improving the efficiency of
electricity generation and supply is an important and urgent task for the energy sector. In
case of large errors of deviation from the plan for the energy supply of enterprises, fines
are imposed, with possible exclusion from participation in the tender [14]. To reimburse
financial costs, the company is forced to raise the price of electricity for consumers
[15–17].

Therefore, to solve modern problems in forecasting should use modern methods of
solving these problems. Today, significant solutions for forecasting regression models
are possible using the Python programming language [18–20]. Namely using theNumPy
open-source library. The capability of this library is that it can support multidimensional
arrays, including matrices and high-level mathematical functions that are designed to
work with multidimensional arrays [21, 22].

NumPy is a library used for mathematical calculations: from basic functions to linear
algebra. The full name of the library is Numerical Python extensions, or Numerical
Python extensions.

This library is written in C and Fortran. It is a compilation of language, the text
of which is converted into machine code – a set of instructions for a particular type of
processor. The conversion is done with the help of a special compiler program, thanks
to which compilation calculations are much faster and more efficient [16, 21, 22].

The NumPy library [23, 24] provides implementations of computational algorithms
in the form of functions and operators optimized for working with multidimensional
arrays. As a result, any algorithm that can be expressed as a sequence of operations on
arrays and matrices is implemented using NumPy, works as fast as the equivalent code
executed in MATLAB.
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2 Problem Statement and Initial Data

In the problem to be solved, the training sample is a set of values of the maximum annual
load of the power system for the past 10 years. It is needed to choose the regression
equation in the form of a time polynomial, perform a load forecast for the next 5 years
and estimate the confidence intervals of the forecast.

The set of values observed, and the maximum annual load are given in Table 1.

Table 1. Initial data of electricity consumption.

Year number 1 2 3 4 5 6 7 8 9 10

Consumption, MW 11.37 12.02 13.3 14.41 16.42 17.99 19.02 21.18 22.39 24.78

Python code for creating data sets:

x= np.array ([1,2,3,4,5,6,7,8,9,10]) 
y= np.array 
([11.37,12.02,13.3,14.41,16.42,17.99,19.02,21.18,22.39,24
.78]) 

Graphic dependence of electricity consumption according to Table 1 shown in Fig. 1.

Fig. 1. Graph of electricity consumption according to the original data.
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Code in Python for chart:

# Adjust the graphics area 
plt.figure (figsize= (10,6)) 
plt.title ('Electricity consumption') 
plt.xlabel ('Year') 
plt.ylabel ('Power, MW') 
plt.grid (True) 
# Original data 
plt.scatter (x1, y1,color='red') 
plt.plot (x1, y1,color='r',label='Output data') 
legend= plt.legend (loc='upper 
left',shadow=True,fontsize='x-large') 
plt.show () 

3 Selection of Informative Indicators and Determination
of the Model Type

Graphical analysis of the data set (Fig. 1) allows to hypothesize the model as a time
polynomial (polynomial):

y = a1x1 + a2x2 + a3x3,

where x1 = 1; x2 = t; x3 = t2 (t - time).
Then it is possible to get a vector of sample values of the simulated indicator, and a

matrix of sample values X:

Python code for forming source matrices and calculating Pearson correlation
coefficients:
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x= np.array ([1,2,3,4,5,6,7,8,9,10]) 
y= np.array 
([11.37,12.02,13.3,14.41,16.42,17.99,19.02,21.18,22.39,24
.78]) 
x_size=x.size 
X= np.ones ((x_size,3))# matrix 10 x 3, filled with units 
for row in range(10): 
 for col in range(3): 
 if col==1:#column with values of t 
 X[row] [col] =x[row] 
 if col==2:# column with values of t ^ 2 
 X[row] [col] =x[row] **2 
# Correlation coefficient 
corel= np.corrcoef (x,y) 
# Print values 
print("Correlation") 
print(corel) 
print("Y") 
print(y) 
print("X") 
print(X) 

Point estimates of the coefficients of the model are determined by the ratio:

−→
A = (X t X )−1 ·X t −→Y B;

X tX =
⎡
⎢⎣

10 55 385

55 385 3025

385 3025 25333

⎤
⎥⎦; X t−→YB =

⎡
⎢⎣

172.68

1074.28

8045.14

⎤
⎥⎦.

To obtain the vector of mathematical expectations of point estimates of the coeffi-
cients of the model, it is necessary to perform the inversion of the information matrixM
= XtX:

Calculating matrices and obtaining model coefficients in Python are as follows:

Xt= X.transpose ()# transposed matrix 
XtY= np.dot (Xt, y) 
XtX= np.dot (Xt, X) 
X1= np.linalg.inv (XtX)# inverted matrix 
A= np.dot (X1,XtY) 

The result of the program is shown in Fig. 2.
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Fig. 2. The result of the program execution.

4 Calculation of Point Estimates of Indicators andModeling Errors

Mathematical expectation of Ym model, or calculated values of the indicator, was found
for the model using point estimates of the coefficients of the model by the ratio:

Ym = a1 x1i + a1 x1i a1 x1i; ε = YB − Ym.

The results of calculations on the sample are given in Table 2.

Table 2. Calculation of values and errors of the model.

Indicator Year of observations

1 2 3 4 5 6 7 8 9 10

YB 11.37 12.02 13.10 14.41 16.42 17.99 19.02 21.18 22.39 24.78

Ym 11.089 12.189 13.391 14.696 16.103 17.612 19.224 20.937 22.753 24.671

ε 0.281 −0.169 −0.291 −0.286 0.317 0.378 −0.204 0.243 −0.363 0.109

ε2 0.0791 0.0285 0.084 0.0818 0.1005 0.1427 0.0415 0.0589 0.1319 0.0118
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Python code:

Y= np.zeros (10) 
e= np.zeros (10) 
e2= np.zeros (10) 
for row in range(10): 
 Y[row] = A [0] * X [row] [0] + A [1] * X [row] [1] + A 
[2] * X [row] [2] 
 e[row] = y [row] -Y[row] 
 e2[row] =e[row] **2 

The result of the program is shown in Fig. 3.

Fig. 3. The result of the program execution.

5 Checking the Statistical Capacity of the Model

The null hypothesis test, which rejects the ability of the regression model, is performed
by comparing the variance of the simulated indicator and the variance of the simulation
error.

The dispersion ratio is subject to the Fisher distribution. To confirm the ability of the
model, the value of Fp is calculated and compared with the critical value of the standard
F-distribution with high reliability β = 0.99 (or 0.95) and the number of degrees of
freedom of the numerator (N – 1) and denominator (N – n):

Fρ = S2(YB)

S2ε
, where S2ε =

∑n
i=1 ε2i )

N − n
.

Standard value of the F-distribution with reliability β = 0.99 and the number of degrees
of freedom of the numerator λ1 = (10 – 1) = 9 and the denominator λ2 = (10 – 2) =
8 is equal to Ftable = 5.91 [15]. Therefore, Fp = 223 > Ftable and the null hypothesis
about the insolvency of the model is rejected, i.e. the adequacy of the type of model and
estimates of mathematical expectations of the coefficients is confirmed.
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The Python code for determining the F-distribution is given below.

N=10 n=2 
Sy= (np.sum (y) - y [9]) /N-2) 
Sy2=Sy**2 
sum_e2= np.sum (e2) - e2 [9] 
Se2=sum_e2/ (N-n) 
Fp.=Sy/Se2 

6 Forecasting by Regression Model

Forecasting by regression model includes the determination of point and interval esti-
mates of the modeling indicator for a given perspective. Point estimates of the indicator
for the year are determined by the model.

yi = a1x1 + a2x2 + a3x3; or y = 10.09 + 0.95t + 0.05t2.

Interval estimates for the year are performed based on calculations of forecasting errors
in the ratio:

Si = Sε

√
1 + −→

X i(X tX )−1−→X t
i).

The results of forecasting for a period of 5 years are given in Table 3, and Fig. 4
shows a chart of the calculated forecast.

Table 3. Forecasting the maximum annual load of the power system.

Indicator Year

11 12 13 14 15
−→
X i(X

tX )(−1)−→X t
i 1.383 2.801 5.145 8.733 13.928

S 0.4762 0.6015 0.7647 0.9625 1.1919

Y 26.69 28.83 31.02 33.34 35.77

�Y 1.6 2.021 2.569 3.234 4.004
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Fig. 4. Graph of electricity consumption forecasting.

Python calculation code:

years= np.array 
([1,2,3,4,5,6,7,8,9,10,11,12,thirteen,14,15]) 
num_years=years.size 
score= np.zeros (num_years) 
yp= np.zeros (num_years) 
S11= np.zeros (num_years) 
dy11= np.zeros (num_years) 
for year in years: 
 index=year-1 
 yp[index] = A [0] + A [1] *year+ A [2] *year**2 
 v1= np.array ([1,year,year**2]) 
 v2=v1.transpose () 
 score1= np.dot (v1, X1) 
 score[index] = np.dot (score1,v2) 
 S11[index] = rmse * math.sqrt (1+score[index]) 
 dy11[index] = tt *S11[index] 
# Build graphics 
plt.plot (years,yp,'-
',color='blue',linewidth=1,label='Forecast') 
plt.scatter (years,yp,color='b') 
plt.show () 
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The result of the program is shown in Fig. 5.

Fig. 5. The result of the program execution.

A similar prediction can be made with the NumPy library much more faster:

poly_np= np.poly1d (np.polyfit (x, y,2)) 
yp=poly_np(years) 
coeff1=poly_np.coeffs 
poly_rmse= np.sqrt (mean_squared_error (y,poly_np((x)))) 
print("Rmse error =",poly_rmse) 
print("Coefficients of the equation") 
print(coeff1) 
y11=poly_np(11) 
print("Forecast for the 11th year =",round(y11, 3)) 

The result of the program is shown in Fig. 6.

Fig. 6. The result of the program execution.
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Figure 7 shows the forecasting graph obtained by performing specialized Python
mathematical statistics libraries.

Fig. 7. Graph of electricity consumption forecasting in Python.

7 Conclusion

Forecasting by regression model includes the determination of point and interval esti-
mates of the simulation indicator for a given perspective. The verification of the signif-
icance of the model coefficients was performed on the basis of comparing the value of
the model coefficient and estimating its error. The ratio of these quantities is subject to
the Student distribution.

The theoretical solution of the tasks is proposed to be solved on the basis of modern
computational algorithms of machine learning using a programming language, namely
NumPy libraries, which not only provides a mathematical model with a large database
of statistical materials, but also allows adjusting the current state of the power system.

In energy, Data Science can help solve many problems, such as forecasting electric-
ity consumption, forecasting electricity prices, calculating optimal tariffs, diagnosing
energy facilities, optimizing consumption patterns and more.
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Abstract. The reduction of the fossil fuels consumption is of great importance
nowadays. The heating of residential apartments of domestic houses and hot water
supply in themodernmetapolicies arises challenges in application ofmodern tech-
nologies. The necessity for reliable regulation of temperatures inside the apart-
ments requires quick-respond and accurate control techniques for the implied
equipment. In the present work, the parametric model predictive control tech-
nique for water flowrate control of the butterfly type valve used for temperature
and flowrate regulation in the individual heat substation of centralized heating
system is proposed. The model improves the non-linear characteristics resulting
in quality of flow control.

Keywords: Individual heat substation · Model predictive control · Butterfly
valve

1 Introduction

To adjust a flowrate when transporting a fluid between two places is crucial for many
systems. The main challenge is to produce a constant flow rate, what can be done using
efficient and reliable controllers. For the closed-loop operations of flow regulation in
industry the proportional integral derivative (PID) controllers are widely used. The PID
controllers are widely applied and have the possibility to maintain reasonable efficiency
of controlled parameter [1, 2]. When implemented with programmable logic controllers,
they can perform poorly in operations with highly nonlinear systems. The parameters
of PID control are crucial for reliable operation of the whole system and should be
determined causing the minimal error of the system.

The application of Model Predictive Control (MPC) for building energy systems can
reduce the energy consumption and increase the reliability [3]. For achieving the high
effect of regulation, the MPC requires for the equipment integrated for the regulation.
For the central district heating [4], the individual heat substations are commonly used to
provide hot water for the radiators in rooms, and to adjust the water temperature, the flow
rate control is essential. One of the approaches is to adjust room temperatures according
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to the consumer needs [5]. One of the efficient techniques is to use the distributed model
predictive control, which can be applied for optimization and control of indoor tempera-
ture based on the advancement of circulating water load according to the predicted heat
demand as proposed in [6]. The proposedmethod can increase the control accuracy of the
room temperature, the efficiency of water pump by up to 16% and to decrease the energy
consumption by 14%. Another approach is the application of artificial neural networks
(ANN) for water flow controllers. As flow control is characterized by highly non-linear
systems, the heuristic methods and ANN are widely applied. The data presented in [7]
show the two times decrease of maximum overshoot and 30% decrease of steady state
error, when comparing ANN controller with conventional PID.

The simultaneous optimization of the control system and equipment used in the indi-
vidual heat substation (IHS) arises new challenges in efficient energy consumption. The
approach for rising the efficiency of IHS by simultaneous selection of heat exchanger,
circulating water pump and automatic control station is presented in [8]. The outlet tem-
perature adjustment by the flow control for steam heated heat exchanger is observed
in [9], where the approach for optimization of plate heat exchanger is suggested. It is
emphasized, that the selection of heat exchanger plays crucial role for reliable operation
of IHS. The optimization methods for plate heat exchanger selection for different con-
ditions can be found in [10]. The approach for optimal design of modern pillow-plate
heat exchangers for the district heating duties is discussed in [11].

Fig. 1. The flow characteristic curves and coefficient Kv (m3/h) values versus paddle rotation
angle ϕ for butterfly valves of different diameters (at 20 °C temperature and 1 bar pressure).
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The flow rate control can be done by the different types of valves, namely block
valves, gated valves, disk-shaped rotary gates, needle valves, ball-valves, saddle valves
[12]. In IHS the butterfly type vales are the most commonly used [13]. But such equip-
ment has non-linear dynamic characteristic, that affects the precision of control in case
of using it in couple with PID-controllers. Most producers of butterfly valves present the
flow characteristic data of their valves in technical manuals. The typical flow character-
istic curves and coefficient Kv (m3/h) values versus paddle rotation angle for butterfly
valves of different diameters are presented on Fig. 1 for temperature equal to 20 °C and
pressure 1 bar. The characteristics of valves with nominal diameters ND 40, ND 65,
ND 100 are given. As it can be seen, the valves characteristics are nonlinear and the
nonlinearity progresses with the increase of valve passage diameter.

For the regulation techniques the machine learning methods are widely used to
improve the accuracy of regulation and to ensure the constant flowrate in the system.

The present work proposes the approach to improve the control quality of butterfly
valve for individual heat substations in district heating using the parametric model pre-
dictive control. The work uses the microcontroller device and implemented microchip
for valve positioning sensor.

2 Linearization of Rotation Angle Characteristics

In order to ensure the reliability of IHS and proper regulation of supply temperature, the
scheme represented at Fig. 2 is applied for the flow rate control of the circulating water,
going out of the heat exchanger.

Fig. 2. Scheme of control for heat exchanger used in IHS.

Through the proper configuration of heat exchanger operation, it is possible not only
to maintain the temperature at the required value, but also to save the consumption of
energy. Therefore, the selection of the regulation valve from the hydraulic point of view
is essential for the reliable operation of all IHS.

2.1 The Definition of Valve’s Rotation Angle

To create the mathematical model of the valve, which will ensure the proper operation of
the valve’s rotation angle, it is needed to collect the data of the dynamic characteristic of
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the valveKv. TheKv data and the rotation angle values at each time point were examined.
Valve dynamic response data can be presented as a relation of the following form:

Kv = b · ex/a, ϕ ≤ 75◦ (1a)

Kv = c · x − d , ϕ ≥ 75◦ (1b)

where the parameters a, b, c, d have different values for each valve size (see Table 1).

Table 1. Values of parameters for Eqs. (1).

Parameter DN40 DN50 DN65 DN80 DN100

a 19.5 19 21.65 21.3 20.8

b 1 1.5 3.5 5 9

c 0.8 2.2 3.4 5.1 6.4

d 4 86 134 201 102

To reach the set temperature, the controllers generate pulses for the drive, depending
on the reaction of the system.When approaching the set value of the controlled parameter,
the pulse duration decreases depending on the required accuracy of maintaining the
parameter value.

As can be seen from the dynamic characteristics of the valves (Fig. 1), the reaction
of the system in different parts of the valve rotation angle at minimum impulses will be
different.

To bring the dynamic characteristic to a linear form, a coefficient is found, which is
an amendment for the regulating system for each section of the characteristic in the range
from 0° to 90º. To do this, the graph of the dynamic response of a given valve is divided
into sections �Fri, which can be considered linear. Then projections are lowered onto
the Kv flow rate scale, forming segments�Kvi. The projections of the obtained segments
fall onto the ideal characteristic, forming the segments �Fri, as shown in Fig. 3.

The required correction factor is the ratio of the slope angles of the segments �Frr

and Fri of the real and ideal dynamic characteristics of the valve.
The equation of the segments for the ideal and real characteristics, respectively:

Kv1 = k1 · ϕi (2a)

Kv2 = k2 · ϕr (2b)

where the coefficients k1 and k2 determine the angle of lines inclination.
For each of the segments, these coefficients can be obtained from Eqs. (2). In this

case, the displacement of the segments relative to the ϕ axis can be neglected.
After the necessary transformations, we get:

a = �Kv/�ϕi (3a)
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Fig. 3. Linearization of the dynamic coefficients.

b = �Kv/�ϕr (3b)

where �ϕi and �ϕr are projections of segments corresponding to the ideal and real
characteristic on the x-axis.

From Eqs. (3) it is possible to get the ratio of the analyzed characteristics:

b/a = �ϕr/�ϕi (4)

Thus, the correction factor is the ratio of the lengths of the projections of the segments
of the real and ideal characteristics on the ϕ-axis.

The resulting correction factors determine the duration of the minimum pulse in
each range of the dynamic response of the valve. The duration of the minimum pulse
is determined by the accuracy of the regulation calculation. In this case, it is ±0.5 °C.
Thus, the minimum pulse duration is chosen such that when the valve is turned through
the n-th angle, the temperature changes by 0.5 °C.

2.2 Description of Experimental Set-Up

To study the developed approach, an experimental set-up presented in Fig. 4 was created.
The set-up consists of: a direct current source 1 (I = 4 . . . 20 mA), an electric drive with
a positioner, developed by us for the experiment, a phase voltage regulator.
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The physical model of the thermal system includes a heater placed in a pipe along
which air moves, blown by a fan. A voltage stabilizer is used to select the air flow and
stabilize it.

Fig. 4. Principal schema of experimental set-up.

2.3 Hardware Description

DC Current Source. DC current source manufactured by AO Spivdruzhnist-T LLC
(Ukraine) was used.

Electric Motor with Positioner. The electric drive with the positioner contains the fol-
lowingunits: current-voltage converter 2 converts direct current from4–20mAinto direct
voltage 0-V, has a linear characteristic; ADC1 converts the voltage into a code trans-
mitted to the controller, 2 switches, a motor with a gearbox and an ADT rotation angle
sensor, which is installed on the shaft; Angle-voltage converter 3, which has a linear
characteristic, ADC2 converts the voltage from converter 3 into a code transmitted to
the controller.

The ADC digitizes the signal. The controller also receives a signal from the ADC
from the rotation angle sensor. The controller, having received data from two ADCs,
processes the error in the position of the electric drive shaft and, if there is an error,
issues a command to one of the switches - rotates the shaft in the direction of opening
or closing. There is an ADT rotation angle sensor on the shaft, which outputs a signal to
the transducer 3, on the same shaft there is a rotation indicator in the form of an arrow
with a scale in degrees.

Phase Potentiator. A variable resistor of the phase voltage regulator is rigidly con-
nected to the drive shaft, which is a rotation angle sensor for the phase regulator. The
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phase regulator includes a rotation angle converter to voltage 5. Its transfer characteristic
is non-linear, which makes the system characteristic close to that of the control object.
The voltage at the output of the phases of the regulator is controlled by a voltmeter. Fan
with voltage stabilizer: by changing the voltage of the stabilizer, you can change the air
flow in the pipe, thus simulating the coolant flow in the system.

3 Results and Discussion

The experimental set-up was designed in such a way that its dynamic response is close to
the dynamic response of the valve. In this case, the dependence of the angle of rotation
on the input current has a linear form. To linearize this characteristic of the system, the
corresponding sections of the characteristic were selected and correction factors were
calculated for them. When turning on the rotation angle system implemented on the
basis of the test bench model, the results presented in Fig. 5 were obtained. For the rest
part of experiment, the experimental set-up was modified as shown in Fig. 6.

Fig. 5. Results of experiments: (a) temperature change depending on rotation angle; (b) change
of rotation angle depending on current; (c) change of temperature depending on current.

The studies were carried out in three modes: at a given air temperature of 33 °C,
45 °C, and 73 °C. The speed of reaching the set temperature was estimated, as well as
the fluctuation of the controlled parameter around the set value. The experimental results
are presented in Fig. 7.



322 O. Arsenyeva et al.

Fig. 6. Principal schema of modified experimental set-up.

Fig. 7. Experimental results on modified set-up at different temperatures: (a) 33 °C; (b) 45 °C;
(c) 73 °C.

From the obtained results, it can be seen that when using the system for taking into
account the angle of rotation of the valve, the set temperature is reached faster, while
there is a smaller number of oscillations of the controlled parameter around the set value.



Butterfly Valve PID-Controller for Application 323

4 Conclusion

In this paper the linearization of the rotation angle characteristicwas carried out. The real-
ized rotation angle accounting system provides constant regulation quality in every func-
tioningmode of system. It decreases the common oscillation of the system and optimizes
system impact on change of value of controlled parameter. The rotation angle accounting
system may contain dynamic characteristic data of butterfly valve of any diameter. The
further improvement of regulation quality can be achieved by implementing the model
of heat exchanger accounting the butterfly valve flow characteristic.
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Abstract. At the beginning of the 21st century, the concept of sustainable devel-
opment was developed in many countries around the world. It aims to combine
environmental, economic and social aspects of modern society. Being an equal
member of the world community, Ukraine is constantly taking steps to achieve
and maximize the goals of the concept of sustainable urban development. One
of the main directions of Ukraine’s industry is the fuel and energy complex, one
of the components of which is the gas industry. Each direction of the gas indus-
try (extraction; transportation; storage; distribution and sale of natural gas) has
a significant impact on the environmental, social and economic components of
Ukraine’s development. Therefore, considering the gas industry in terms of the
concept of sustainable development is an urgent task. One of the directions of the
gas industry is the transportation of natural gas which is an important activity of
the gas industry. The aim of this paper is to analyze the existing defects of the ele-
ments of gas transmission systems and their effects on economic, environmental
and social components in terms of the concept of sustainable development. The
analysis of the main factors of failures and accidents on Ukrainian and European
gas pipelines is carried out. It has been found out that one of the main factors is
corrosion. The method of calculating the effect of surfactants on the process of
accelerating the accumulation of damage is presented its also presented.

Keywords: Leaks · Corrosion · Environmental safety

1 Introduction

At the beginning of the 21st century, the concept of sustainable development was devel-
oped in many countries around the world. It aims to combine environmental, economic
and social aspects ofmodern society. The SustainableDevelopmentGoalswere endorsed
by the United Nations Summit on Sustainable Development in 2015. They have become
a priority for the European and global community in the 21st century. After signing the
AssociationAgreement with the EuropeanUnion, Ukraine has become an equal member
of this community not only mentally but also legally. Therefore, in the framework of this
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agreement and on the basis of good will, our state is constantly taking steps to achieve
and maximize the goals of the concept of sustainable urban development.

On January 1, 2020, the Law of Ukraine “On the Key Principles (Strategy) of the
State Environmental Policy of Ukraine for the Period till 2030” entered into [1]. Among
other things, it defines the following principles of state environmental policy:

– meeting the goals of sustainable development;
– promoting balanced (sustainable) development by achieving balanced components of
development (economic, environmental, social), focusing on the priorities of balanced
(sustainable) development;

– prevention of emergencies of natural and man-made nature, which includes analysis
and forecasting of environmental risks based on the results of strategic environmental
assessment, environmental impact assessment, as well as comprehensive monitoring
of the environment;

– state stimulation of domestic economic entities that reduce greenhouse gas emissions,
reduce energy and resource intensity, modernization of production aimed at reducing
the negative impact on the environment.

Ukraine is an industrialized country. Therefore, the role of industry in the implemen-
tation of the concept of sustainable development in Ukraine is difficult to overestimate.
One of the main areas of industry is the fuel and energy complex, which in turn directly
or indirectly affects all areas of activity. Ukraine uses a variety of energy sources for its
own needs, such as oil, natural gas, coal, nuclear and hydropower, wind and solar energy,
etc. Traditionally, today the most popular in Ukraine are fossil resources: natural gas
and coal, which together account for more than 60% of the energy balance [2]. Thus, the
gas industry is one of the most important components of the fuel and energy complex.

The key to sustainable development is the consideration and harmonious interac-
tion of institutional, social, environmental and economic components [3, 4]. From the
point of view of the economic component, the gas industry is strategic. It affects the
development of the state as a whole. It also affects the functioning of all sectors of the
economy (industry, agriculture, services, utilities, etc.). From the point of view of the
social component, the gas industry also has a significant impact. Gas supply to both
industry and the public affects the quality of life. On the other hand, gas facilities are
often sources of environmental and man-made hazards [5, 6].

The gas industry of Ukraine can be divided into the following areas: natural gas
production; transportation of natural gas; natural gas storage; distribution and sale of
natural gas to consumers [7].

Each of the areas has an impact on the environmental, social and economic compo-
nents of Ukraine’s development. Therefore, considering the gas industry in terms of the
concept of sustainable development is an urgent task.

The natural gas transportation is a crucial activity performed by the gas industry in
which the gas has to be moved from one location to another. Several types of trans-
portation means might be applied to transport the gas, yet it is well known that pipelines
represent the most economical means to transport large quantities of natural gas [8].
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Gas transportation system is a property production complex,which includes econom-
ically, organizationally and technologically interconnected facilities that are designed to
transport and supply gas directly to its consumers.

The aim of this paper is to analyze the existing defects of the elements of gas trans-
mission systems and their effects on economic, environmental and social components
in terms of the concept of sustainable development.

2 Literature Review

The study of phenomena related to the functioning of gas transmission systems has been
and is carried out by specialists and scientists from various fields. Some studies are
interdisciplinary because, as noted above, the functioning of gas transmission systems
is closely linked to environmental, economic, technological, safety, etc.

Much attention has been paid to the study of the economic component of the func-
tioning of gas transmission systems in the research ofGoral [9]. For example, the analysis
of the following factors of the macroenvironment of gas enterprises was carried out: con-
struction of bypass gas pipelines, price and tariff policy of the state, ways to diversify gas
supply. Also in his works Goral pays attention to the management of gas transmission
companies.

Zapukhlyak in research pays [10] attention to the issues of greening of gas transporta-
tion companies, and to prove the need for environmental and economic management of
gas transportation companies.

Issues of functioning of gas transmission systems are becoming relevant around
the world and are the subject of research by scientists from different countries. Thus,
in the paper [11] the authors proposed an approach to risk assessment of gas pipeline
operation management in an intuitive fuzzy language environment. And the paper [12]
discusses increasing the construction of oil and gas pipelines for China’s economy and
infrastructure.

It should also be noted the paper [13] of a team of foreign authors, which based on
bibliometric analysis of the Web of Science (WoS) database conducted a systematic and
thorough review to study the safety of oil and gas pipelines. In the course of the work,
a total of 598 publications were received and finalized between 1970 and 2019, related
to the safety of oil and gas pipelines.

3 Environmental Aspects of Gas Industry Enterprises

The activity of the gas industry at all stages of the life cycle is a significant factor in
anthropogenic impact on the environment [14]. As a result of the activities of the gas
industry, the air basin, terrestrial and underground water resources, soils, flora and fauna,
etc. are affected. Atmospheric air is significantly affected. This is due to the specifics of
this industry. Many processes in the gas industry, in particular during gas transportation,
are accompanied by emissions of natural gas into the atmosphere.

Emissions of natural gas during the operation of gas transmission system facilities
can be divided into [15]: organized – through sources of a certain geometric shape;
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unorganized (technical losses) – undirected flows, for example, due to violations of the
tightness of equipment; emissions during emergencies.

Organized emissions are caused by certain technological features of the facilities and
equipment of the gas transmission system. Unorganized and accidental emissions are
causedbydisturbances in the operationof facilities and equipment of the gas transmission
system. Losses of natural gas entail economic losses, both in the form of lost profits and
in the form of fines for emissions. In addition, all emissions, especially unorganized and
emergency, pose a risk of fire and explosion.Also, all types of emissions are accompanied
by the entry of significant amounts of volatile substances into the atmosphere. Many of
these substances are dangerous and harmful. Therefore, there is a negative anthropogenic
impact on the environment.

According to statistical reports, in 2019 alone, Naftogaz Group companies released
100 600 tons of pollutants into the atmosphere (excluding carbon dioxide). Figure 1
shows the structure of emissions of pollutants into the atmosphere by the Naftogaz
Group for 2016–2020. Based on the results of the analysis, we can conclude that the
most significant are methane emissions.

Fig. 1. Structure of pollutant emissions into the atmosphere by the Naftogaz Group.

Volumes of pollutant emissions by individual enterprises of Naftogaz Group for the
period 2016–2020 are shown in Fig. 2. For example, in 2019, emissions of pollutants
into the atmosphere (excluding carbon dioxide) by individual enterprises of Naftogaz
Group were:

– JSC “Ukrtransgaz” – 48 400 tons (2018 – 48 000 tons);
– JSC “Ukrgazvydobuvannya” – 38 500 tons (2018 – 42 900 tons);
– PJSC “Ukrnafta” – 18 100 tons (2018 – 31 000 tons).

In addition, in 2019, 5957 100 tons of dioxide were released into the atmosphere,
including:

– JSC “Ukrtransgaz” – 3753 900 tons (2018 – 3707 900 tons),
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– JSC “Ukrgazvydobuvannya” – 1676 600 tons (2018 – 1715 200 tons),
– PJSC “Ukrnafta” – 522 500 tons (2018 – 631 100 tons).

Fig. 2. Volumes of pollutant emissions by individual enterprises of the Naftogaz Group.

The excess of emissions from gas-related enterprises compared to the oil industry
is due to the greater number of natural gas reserves in Ukraine and the volume of its
transportation through the country compared to oil. These indicatorswere also influenced
by annual changes in the volume of transportation and production of hydrocarbons.
However, the presence of the greatest influence of the enterprises of JSC “Ukrtransgaz”
was observed during the studied period of four out of five years.

One of the most influential enterprises in the gas industry is GTS Ukraine Operator
LLC. This company transports natural gas to Ukrainian consumers and transits gas
through Ukraine to Western and Central Europe.

As of 2020, the total length of GTS gas pipelines in Ukraine was approximately
33,190 km, including: main gas pipelines – 20,890,182 km; main gas pipelines-
branches – 12197,514 km; distribution gas pipelines – 303,923 km.

In addition, the GTS of Ukraine includes: 57 compressor stations; 86 compressor
shops; 1389 gas distribution stations; 63 thousand gas distribution points;- 1.4 million
domestic pressure regulators.

According to the Plan for the development of the gas transmission system operator
of the Gas Transmission System Operator LLC “Gas Transmission System Operator of
Ukraine” for 2020–2029, approved by the Resolution of the NCRECP dated 17.03.2020
№ 619 on the balance of the Gas Transmission System Operator as of 2020 were [9]:
5969 km of gas pipelines with a service life of up to 25 years; 12023 km of gas pipelines
with a service life of 25 to 40 years; 15198 km of gas pipelines with a service life of
over 40 years.

As a result of operation of a significant part of gas pipelines in Ukraine for more
than 25 years, the risk of accidents and the possibility of their destruction increases.
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It is known that long-term operation of transport pipelines leads to various types of
damage. These include damage to the insulating coating of pipes, corrosion damage,
cracks in the welds of pipelines and body parts of fittings and more. These damages
reduce the reliability and durability of transport pipelines. The presence of these damages
reduces the economic and environmental efficiency of the operation of pipeline systems
[16].

In particular, it causes the entry of natural gas components into the air, soil and
water bodies. Accumulation of these substances in the atmosphere is the cause of gas
imbalance, which can intensify global climate change [9]. Also, significant wear and
tear of such systems is the reason for the annual increase in the cost of upgrading fixed
assets.

According to the data provided in the Energy Strategy of Ukraine for the period up to
2035 “Security, Energy Efficiency, Competitiveness” which was approved by the order
of the Cabinet of Ministers of Ukraine dated August 18, 2017 № 605-r. there is a risk of
increased accidents and losses of natural gas in distribution networks. This is due to the
unsatisfactory condition and suboptimal structure of gas distribution systems [17].

Our state constantly formulates tasks and developsmeasures to eliminate these short-
comings. Thus, according to the same Energy Strategy of Ukraine for the period up to
2035, “Security, Energy Efficiency, Competitiveness” one of the main tasks of the gas
sector is to improve the efficiency of gas distribution networks, GTSmains, underground
gas storage infrastructure (UGS) and others [2].

It should be noted that despite the existing shortcomings, the overall reliability of
transport pipeline systems is currently approachingEuropean. The failure rate is 0.18–0.2
accidents per 100 km per year.

The following measures should be taken to prevent and eliminate negative economic
and environmental unorganized leaks caused by damage to gas pipelines:

– constantly improve the processes of manufacture, installation and repair of elements
of gas transmission systems, in particular by automating the technological processes
of manufacture;

– try to improve the operating conditions of individual elements and the gas transmission
system as a whole;

– to improve themethods andmeans ofmonitoring both the elements of gas transmission
systems and the state of the atmospheric air at their facilities.

4 Main Factors of Failures and Accidents Analysis

Consider the main factors of failures and accidents that occur in the process of trans-
portation and distribution of gas. Various classifications of the causes of unauthorized
leakage of energy in gas transmission systems are used in the literature. In general, the
main reasons can be considered [18]:

– leaks in pipelines and fittings;
– ingress of energy (gas, oil, etc.) into the environment due to deformation of structural
elements of pipe fittings;
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– composition of materials of structural elements of pipe fittings, as well as sealing units
of pumps, gas pumping units, etc.;

– unfinished technology of finishing works in technological processes of manufacturing
or repair of structural elements of pipeline fittings;

– changes in the structure, shape and size of structural elements of pipe fittings during
operation of gas transmission systems (corrosion, abrasive wear, aging of metal under
the action of dynamic loads, high pressures and temperatures).

In Europe, the analysis and collection of data on unauthorized gas emissions is car-
ried out by the European Gas Incident Data Group (EGIG) [19]. The EGIG pipeline
database contains data collected since 1970. EGIG is currently an association of 17
gas transmission system operators in Europe. Its current members are: Gas Networks
Ireland (Ireland), DGC (Denmark), ENAGAS, S.A. (Spain), EUSTREAM (Slovak
Republic), Fluxys (Belgium), Gasgrid Finland (Finland), GRTgaz (France), National
Grid (UK), NET4GAS (Czech Republic) Gasunie (Netherlands/Germany), Gasconnect
GmbH (Austria), Open Grid Europe (Germany), REN Gasodutos S.A. (Portugal), Snam
Rete Gas (Italy), Swedegas A.B. (Sweden), SWISSGAS (Switzerland), Terega (France).
The total length of the studied gas pipelines in 2019 was more than 140 km. The average
age of pipelines is more than 35 years. The total number of incidents for the period from
1970 to 2019 – 1411 incidents.

According to EGIG, the reasons for pipeline failures may be: external obstacles;
corrosion; structural defects and material failure; hot false incision; movement on the
ground; other, unknown reasons (design error, lightning, etc.).

According to data for the last 10 years, cases of corrosion (26.63%) and external
interference (27.17%) occurred with almost the same frequency. However, cases of
corrosion are usually smaller.

In terms of the dependence of the frequency of major failures on the size of the leak,
it can be noted that the general trend in the distribution of the size of the leak during the
study period remained unchanged. Mostly punctures and ruptures are caused by external
interference. Corrosion ranks second and remains the main cause of point leaks.

Based on the results of the analysis, the following conclusions can be drawn:

– the frequency of failures decreases with increasing year of construction;
– the failure rate decreases with increasing pipe wall thickness. The occurrence of
corrosion does not depend on the wall thickness. But the thinner the wall of the
pipeline, the faster it fails. Corrosion on thick pipelines takes longer. Therefore, it is
more likely to be detected.

Pipeline owners take various protective measures to prevent leaks due to corrosion.
According to statistical data [20], as a result of in-pipe diagnostics of the state of the
main gas pipelines of Ukraine, about 5 000–6 000 defects are detected for every 100 km
of length. Many of these defects are unacceptable and need to be repaired. Studies of
the technical condition of 25% of the main gas pipelines of PJSC “Ukrtransgaz” showed
that the loss of more than 60% of the metal is 0.9% of all cases; loss of 41–60% of
metal – 5% of cases, and loss of 20–40% of metal – 45.5% of cases.



332 K. Paleyeva et al.

According to the data on accidents and failures on the main gas pipelines of UMG
“Lvivtransgaz” since 1973, most failures and accidents occurred due to lack of welding,
mechanical interference and corrosion – about 80% (lack of welding – 36%, mechanical
intervention – 31%, lack of corrosion – 26%) [21].

There is also an approach where the classification of defects is in terms of their
maintainability and manufacturability of repair [22]. According to this classification,
the dangerous defects of pipelines include corrosion, some types of delamination and
risks. The percentage of manifestations of these defects to the total number of injuries is:
corrosion (metal losses) – 42.8–59.2%; stratification – 24.6–47.1%; stratification with
surface yield – 1.5–2.6%; stratification in the peri-suture zone – 6.2–7.7%.

According to the results of the analysis, it can be concluded that one of the main
factors of failures during the operation of gas transmission systems is corrosion. It is
manifested both in the thinning of the pipe wall, and in corrosion and hydrogen cracking,
corrosion-tired crack propagation. These are especially dangerous types of corrosion and
mechanical damage, the kinetics of which are difficult to predict [23].

5 Influence of Surfactants on the Accelerating the Accumulation
Damage Process

One of the causes of corrosion, changes in the mechanical properties of the metal and
decline its durability are adsorption processes. The result of destruction is usually the
appearance of cracks. This process has two stages:

– slow destruction (accelerates over time due to the accumulation of damage);
– rapid destruction.

Solving these problems requires different approaches. In the case of slow destruction,
it is an increase in the time of growth of cracks (durability) or a decrease in the rate of
their development. While maintaining a high level of stress.

In the case of rapid destruction, the task is to limit the destruction that has begun.
Let’s consider the process of accelerating the accumulation inmore detail [24]. Adsorbed
by the metal surfactants are typical for this process. These substances penetrate cracks
and migrate to their base. During this time, high capillary pressure occurs

�pk = 2γe cos

(
θk

r

)
, (1)

where γe is the free surface energy; θk is the contact angle; r is the crack radius.
The contact angle is determined by the surface tension at the boundaries of the drop.

The better the solids are lubricated, the smaller this angle is. When θk = 0 (the material
is completely wetted), Eq. (1) will take the form:

�pk = 2γe
θk

r
. (2)
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Capillary pressure significantly accelerates the development of existing cracks. The
rate of destruction is equal to

ve = τ0 exp

(
−v0 − γeσ

RgT

)
(3)

where τ0, γe are the parameters that characterize the strength properties of materials; v0
is the initial energy barrier, constant at σ = 0 (regardless of temperature and material
processing); σ is the mechanical stress in the material; Rg is the gas steel; T is the
material temperature.

In this expression v0 − γeσ – a value similar to the activation energy of the destruc-
tion process. The parameters τ0, v0 and γe characterize the strength properties of the
metal under the action of contacting and adsorbing substances (moisture, condensate,
methanol, diethylene glycol, oils), which are in the pipeline. Their decrease indicates a
decrease in its reliability and durability. Electrolyte ions, especially halogen ions, which
reduce the level of surface energy, have significant adsorbing activity against metals.
Alcohols, acids and other organic substances are less active.

To determine the strength characteristics of the metal, it is necessary to test the
outer and inner surfaces of the sample material of the pipeline, which is in contact with
harmful substances. The result of research is the exclusion of the interaction of metal
with substances that reduce its surface energy.

The probability of fistulas and destruction of the pipeline also depends on the number
of cracks that occur during the manufacture of pipes. These microcracks in the process
of operation grow into cracks, fistulas, shells. Therefore, it is important to ensure the
necessary metrological control of the presence of microcracks in the manufacturers.
Such control will help to find ways to improve the technology of manufacturing pipes.
This, in turn, will also help increase the reliability of the main gas pipelines.

Let’s consider the section of the pipeline with a surface that has a large number of
cracks, fistulas. This contributes to the emergence of stresses of greater intensity when
loaded with excess pressure in this area. In addition, the area of fistulas and cracks has
less cylindrical stiffness. Therefore, the loss of stability of the considered section will
take place at an earlier stage of loading than other sections of the pipeline.

To solve the problem, the area with holes has been supposedly replaced with a solid
area. This area has a reduced wall thickness or modulus of elasticity, which takes into
account the influence of the field of small holes. Replacement makes it possible to move
on to solving the problem of the stability of the shell, composed of circular plates of
different stiffness. When the section of the gas pipeline is subjected to internal pressure,
axial and circular stresses will occur in its wall. For a solid section of the pipeline, these
voltages can be calculated by the formulas

σ1 = qinRav

2hav
, (4)

σ2 = qinRav

hav
, (5)

where σ1, σ2 are respectively axial and circular stress; qin is the internal pressure; Rav,
hav are respectively, the average radius and thickness of the shell.
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The forces in the wall of the area, which has fistulas, cracks, create a tension of
the membrane (chain) type. Now to determine the parameters of the weakened section
(reduced modulus of elasticity and stress concentration coefficients), you can use a
solution for a flat plate. This flat plate must have the same thickness and the same hole
system as the weakened section of the pipeline.

6 Conclusion

The gas industry is strategic in terms of economic component. It affects the development
of the state as a whole and the functioning of all sectors of the economy (industry,
agriculture, services, utilities, etc.). From the point of view of the social component,
the gas industry also has a significant impact. Gas supply to both industry and the
public affects the quality of life. On the other hand, gas facilities are often sources of
environmental and man-made hazards.

As a result of the activity of the gas industry, the air basin, terrestrial and underground
water resources, soils, flora and fauna, etc. are subjects to anthropogenic impact. Atmo-
spheric air is significantly affected. This is due to the specifics of this industry. Many
processes in the gas industry, in particular during gas transportation, are accompanied
by emissions of natural gas into the atmosphere.

The excess of emissions by enterprises related to the gas industry compared to the
enterprises of the oil industry can be explained by the greater number of natural gas
reserves in Ukraine and the volume of its transportation through the country compared to
oil. These indicators were also influenced by annual changes in the volume of transporta-
tion and production of hydrocarbons. However, the presence of the greatest influence of
the enterprises of JSC “Ukrtransgaz” was observed during the studied period of four out
of five years.

A significant part of the gas pipeline of LLC “Operator of the gas transmission system
of Ukraine” has a service life of more than 25 years. Due to this, the risk of accidents
and the possibility of their destruction increases.

The following measures should be taken to prevent and eliminate the negative eco-
nomic and environmental consequences of unorganized leaks caused by damage to gas
pipelines:

– constantly improve the processes of manufacture, installation and repair of elements
of gas transmission systems, in particular by automating the technological processes
of manufacture;

– try to improve the operating conditions of individual elements and the gas transmission
system as a whole;

– to improve themethods andmeans ofmonitoring both the elements of gas transmission
systems and the state of the atmospheric air at their facilities.

Corrosion is one of the main factors of failure during operation of gas transmission
systems. It is manifested both in the thinning of the pipe wall, and in corrosion and
hydrogen cracking, corrosion-tired crack propagation. These are especially dangerous
types of corrosion and mechanical damage, the kinetics of which are difficult to predict.
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One of the causes of corrosion, changes in the mechanical properties of metal and
decline its durability are adsorption processes. To determine the parameters of the weak-
ened section, you can use a solution for a flat plate, which has the same system of holes
as the weakened section of the pipeline.
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Abstract. The paper describes a technique for identifying appropriate environ-
mental technology options for populated areas. It assesses the relative signifi-
cance of some factors influencing the implementation of environmental technology
options using the analytic hierarchy process as a basis for environmental manage-
ment and monitoring. It considers key components of the technique, focusing on
the objective, comparative assessment process, estimation process and analysis,
and characterises the relationships among the adjacent levels and their entities
in the hierarchy. The paper demonstrates that the use of systemic analysis helps
reduce the likelihood of making bad decisions.

Keywords: Environment and sustainable development · Environmental
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1 Introduction

The environmentally safe social and economic development is the practice of ensuring
that the improvements in the quality of life and living standards occur in parallel with
the reduction of adverse impacts on the natural environment [1–3]. The analysis of the
existing resource use practices and environmental situation in Ukraine demonstrates the
need for ensuring the sustainable management of natural resources and improved quality
of the environment [4, 5].

The deterioration of the environment inUkraine [6, 7] has led to the loss of ecosystem
stability and stronger impact of ecological factors on human health as witnessed by
the public health data. In this situation, special focus should be concentrated on the
development and justification of options for reducing adverse anthropogenic impacts.
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Poor resource management practices and accidents often result in the non-
compliance with the existing environmental and social guidelines governing natural
resource uses [8–10]. The state-of-the art environmentally safe technologies are key to
ensuring that the state of the natural environment and resources is improved. Environ-
mentally safe technology solutions that serve to ensure that the environment is protected
and natural resources are managed in a sustainable manner are considered the Best
Environmental Techniques in EU [11].

The aimof the paper is to reduce the technogenic load on the environment by applying
themethod of system analysis, based on program-analytical procedures using themethod
of the hierarchy analysis.

2 Problem Formulation for Analytic Hierarchy Process

This study is underpinned by a hypothesis that can be summarized as follows: a numerical
measure should be assigned to each environmentally safe technology option so that to
help reduce the likelihood of making a wrong decision. Such complex tasks like this
are best resolved using the systemic analysis methods including the analytic hierarchy
process (AHP) [12–15] which serves to:

– structure a problem, decompose it and consider the interaction among individual
entities;

– formalize the work of experts by breaking down the approval process into a number
of stages so that the outcome of each stage is compared with a specific numerical
indicator set as a dimensionless variable.

The first stage refers to the 1st level in the hierarchy, which defines the objective of
the study as improving the environmental and social safety in populated areas through
the implementation of environmental technology measures.

The 2nd level in the hierarchy describes the environmental and social safety sub-
criteria (C) for populated areas. The principles underpinning these sub-criteria are
enshrined in the Rio Declaration on Environment and Development and Sustainable
Development Concept [16]. These principles form an integral part of the objective as
the top-level entity of the hierarchy as they explain the sustainable development criteria
and serve as indicators to measure progress against these criteria at the same time.

The 2nd level criteria (C) are linked to the 3rd level factors (F), which explain how
safety criteria apply to a certain stage in the destructive process and have environmental,
social and economic dimensions that influence the choice of a specific environmental
technology option:

– a stage in the destructive process;
– conditions affecting human health;
– potential level of funding.
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These factors serve to describe the real situation and potential capacity a specific
municipality has to deal with it. For example, the potential level of funding available in
a municipality is a factor influencing the choice of a specific environmental technology
option because funding constraints limit the ability to chose and pay for an expensive
option and a less expensive option should be recommended and pursued, and vice versa.

The 4th and 5th levels of the hierarchy represent technical and economic indicators
(TEI) of municipalities and level of action (LA), required to improve them.

The6th level of the hierarchy represents alternative environmental technologyoptions
(AETO).

The hierarchy in this study is a linear structure arranged in a manner similar to a
water use management system and taking account of relevant environmental factors
affecting it [12]. This is a certain type of system which is based on the assumption that
the entities thereof can be grouped to form a set. The objective of the analysis is at the
top of the system with key criteria standing at the next level. The level below includes
hierarchically arranged entities describing the essence of the problem and the list of
alternative solutions [12]. Building a hierarchy and identifying entities at each level is
a process that shapes the choice of an appropriate alternative environmental technology
option.

The hierarchy is structured to have six levels which are described in Table 1 below
along with their hierarchical relationships.

Table 1. Relationships between the adjacent levels in the hierarchy.

Top-level
entity

Lower-level entities adjoining the
top-level entity

Description of relationships

1 2 3

The 1st level of the hierarchy defines the objective of the study as improving the environmental and
social safety in populated areas through the implementation of environmental technology measures
(ETM)

The 2nd level of the hierarchy describes the relationships between the objective and the criteria (C)
set at this level (i.e. improving an environmental and social safety in populated areas through the
implementation of ETM is governed by a number of sub-criteria)

Improving an environmental and
social safety in populated areas
through the implementation of
ETM

C1: Surface water quality Reducing anthropogenic pressure
serves to improve the ecological
status of water bodies, water
quality, living (biological)
resources, and aquatic species
diversity, and abate parasitic
diseases

C2: Community living conditions An important environmental and
social criterion which involves
better quality of the environment,
improved attractiveness and
accessibility of a populated area,
reliable public utilities operations
and convenient logistics

(continued)
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Table 1. (continued)

Top-level
entity

Lower-level entities adjoining the
top-level entity

Description of relationships

1 2 3

C3: Economic consequences of
changes in the state of the
environment in populated areas

Reduced anthropogenic pressure
as a result of ETM helps cut costs
significantly. Lower levels of
bacterial pollution including
pathogens help improve the
recreational value of an area thus
contributing to better economic
situation. The economic
implications of changes in the state
of the environment are an
important factor shaping the
environmental and social safety in
the populated areas

The 3rd level of the hierarchy shows the relationship between the C and F entities (impact on the
environmental and social safety level in populated areas (C))

C1 The state of the environment F1: A stage in the destructive
process

The state and quality of the
environment including, inter alia,
surface water quality (drinking
water sources and recreational
waters), which is characterized by
the trophic state (oligotrophic,
mesotrophic, eutrophic,
polytrophic, and hypertrophic)

F2: Hazard for human health Whether the state of the
environment is hazardous for
human health: environmental
pollution limits are prescribed in
the relevant regulations and
guideline documents

F3: Availability of funding Mitigation measures designed to
tackle the consequences of
environmental pollution can be
funded from local, regional and
national budget. The availability of
funding is essential for bringing
and maintaining the state of the
environment in compliance with
the relevant guidelines as it means
that resources are available to
conduct laboratory measurements,
surveys etc.

C2 Living conditions F1: A stage in the destructive
process

Pollution levels in the environment
affect living conditions

F2: Hazard for human health Pollution levels in the environment
limit the ability to use natural
resources

(continued)
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Table 1. (continued)

Top-level
entity

Lower-level entities adjoining the
top-level entity

Description of relationships

1 2 3

F3: Availability of funding A potential for improving living
conditions in populated areas
depends on the budget constraints
and availability of funding sources
including external funding

C3 Economic implications of
changes in the state of
environment in populated areas

F1: A stage in the destructive
process

Increased pollution levels in the
environment and mitigation
measures needed to tackle the
consequences of pollution involve
costs and require funding from
various sources

F2: Hazard for human health Increased pollution levels in the
environment and ecosystems and
mitigation measures needed to
tackle the consequences of
pollution involve costs and require
funding from various sources,
including external funding

F3: Availability of funding The poorer the state of the
environment the higher the cost of
bringing it in compliance with the
current standards

The 4th level of the hierarchy shows the relationship between the criteria (C) and technical and
economic indicators (TEI) (i.e. how TEI contribute to each specific F)

F1 A stage in the destructive
process

TEI1: The condition of vital
infrastructure in a municipality

The poorer the condition of vital
infrastructure the higher the level
of destructive process

TEI2: The area occupied by a
municipality

The larger the area occupied by a
municipality the greater the
potential for the destructive
process to escalate

TEI3: The availability of vacant
sites for construction and
implementation of ETM

The destructive process emerges or
escalates if there are no vacant
sites for implementing new ETM

TEI4: Whether the area managed
by a municipality is well
maintained

The poorer the maintenance the
greater the potential for destructive
processes

F2 Hazard for human health TEI1: The condition of vital
infrastructure in a municipality

The poorer the condition the
higher the risk of an accident

TEI2: The area occupied by a
municipality

The larger the area the higher the
potential for health hazard to
emerge

(continued)
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Table 1. (continued)

Top-level
entity

Lower-level entities adjoining the
top-level entity

Description of relationships

1 2 3

TEI3: The availability of vacant
sites for construction and
implementation of ETM

The lack of vacant sites for
implementing new ETM
exacerbates the risk of health
hazard

TEI4: Whether the area managed
by a municipality is well
maintained

The poorer the maintenance of a
populated area the higher the
potential for health hazard to
emerge

F3 Availability of funding TEI1: The condition of vital
infrastructure in a municipality

The better the condition of vital
infrastructure the less funding is
required

TEI2: The area occupied by a
municipality

The larger the area the more
funding is required to ensure
compliance with environmental
standards

TEI3: The availability of vacant
sites for construction and
implementation of ETM

The lack of vacant sites for
implementing new ETM could
result in higher costs as other,
more expensive solutions could be
required

TEI4: Whether the area managed
by a municipality is well
maintained

The better maintained the area the
less funding is required to achieve
and maintain compliance with
relevant guidelines

The 5th level of the hierarchy shows the relationship between TEI and LA (i.e. how LA contribute to
each specific TEI)

TEI1: The condition of vital
infrastructure in a
municipality

LA1: The need to meet the
guidelines governing the
collection and management of
storm water, snowmelt water and
surface runoff in storm sewers

The stable operation of wastewater
collection systems greatly depends
on maintaining compliance with
the guidelines governing the
collection and management of
storm water, snowmelt and surface
runoff in storm sewers

LA2: The need to introduce the
biological treatment of surface
runoff and drainage water

The need to introduce the
biological treatment of surface
runoff and drainage water directly
depends on the condition of
wastewater collection systems

LA3: The need to ensure the
stable operation of municipal
biological treatment systems

The condition of wastewater
collection systems comprising the
biological treatment process
depends on their stable operation

(continued)
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Table 1. (continued)

Top-level
entity

Lower-level entities adjoining the
top-level entity

Description of relationships

1 2 3

TEI2: The area occupied by a
municipality

LA1: The need to meet the
guidelines governing the
collection and management of
storm and snowmelt water and
surface runoff in storm sewers

The larger the catchment area the
greater the need to maintain
compliance with the guidelines
governing the collection and
management of storm and
snowmelt water and surface runoff
in storm sewers

LA2: The need to introduce the
biological treatment of surface
runoff and drainage water

The need for introducing the
biological treatment of surface
runoff and drainage water is
determined by the size of a
catchment area

LA3: The need to ensure the
stable operation of municipal
biological treatment systems

The need for ensuring the stable
operation of municipal biological
treatment system only slightly
depends on the size of a catchment
area

TEI3: The availability of vacant
sites for construction and
implementation
of ETM

LA1: The need to meet the
guidelines governing the
collection and management of
storm water, snowmelt and
surface runoff in storm sewers

The actual arrangements for the
collection and management of
storm water, snowmelt and surface
runoff in storm sewers will be
directly dependant on the
availability of vacant sites for
implementing new ETM

LA2: The need to introduce the
biological treatment of surface
runoff and drainage water

The availability of vacant sites for
implementing new ETM is a key
factor to shape the design of
biological treatment facilities for
surface and drainage runoff

TEI4: Whether the area managed
by a municipality
is well maintained

LA1: The need to meet the
guidelines governing the
collection and management of
storm water, snowmelt and
surface runoff in storm sewers

The level of the populated area
maintenance directly reflects how
the guidelines governing the
collection and management of
storm water, snowmelt and surface
runoff in storm sewers are met

LA2: The need to introduce the
biological treatment of surface
runoff and drainage water

The level of the populated area
maintenance is an important factor
to be considered when assessing
the need for introducing the
biological treatment for surface
and drainage runoff

(continued)
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Table 1. (continued)

Top-level
entity

Lower-level entities adjoining the
top-level entity

Description of relationships

1 2 3

LA3: The need to ensure the
stable operation of municipal
biological treatment systems

The stable operation of the
municipal biological treatment
facilities only slightly depends on
how well the populated area is
maintained

The 6th level of the hierarchy describes the alternative environmental technology options (AETO)
for each specific populated area

The second stage involves the development of the pairwise comparison matrix for
criteria on each level of the hierarchy and calculating weights by comparisons of alter-
natives for each criterion using a unified pairwise weighting scale specially designed to
deal with environmental tasks [12]. The purpose of this exercise is to assess which of the
entities on each level of the hierarchy contributes most to the environmental and social
safety in the populated areas.

The third stage involves the calculation of local and global priority weights and cri-
teria for the hierarchical model using the results from the second stage. This can be done
using the My Priority software that is capable of doing the calculation automatically and
efficiently because it includes dialogue tools specifically adjusted to serve this purpose.
The global priority weights of alternative options AETO are calculated at the final level
of the hierarchy [17].

Finally, the consistency of the model is assessed in order to verify consistency of
responses to variation in the values of input parameters which are chosen in each specific
case depending on the current situation.

At the 5th stage, the most appropriate AETO is identified based on the largest sum
of the global priority weights.

3 Numerical Simulation Results

This computerized technique uses the expert judgments to assess entities in each hier-
archical level and then determine the relative importance of these entities within each
group. We would like to discuss some specific issues relating to the use of this technique
in more detail:

– the pairwise comparison matrix for comparing entities in each level of the hierarchy
should be developed by a multidisciplinary team of experts including environmental
specialists, urban planners, social experts and economists working with local author-
ities, industrial and residential developers in each specific municipality where an
AETO is planned to be implemented. These experts contribute their expertise to form
a square reverse symmetrical matrix of judgments as a basis for Stage 2;
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– this matrix is recommended to be developed using a classic situational judgement
conversion table where each attribute is assigned a relative importance expressed as
a score varying from 1 to 9 [12];

– the calculation of local and global priority weights (weight coefficients) for entities
and determination of consistency ratio of matrices should be made with an accuracy
of 0.001 as recommended in [12].

As a result, the selected AETO would represent the best choice adjusted to take
account of the local environment and populated area where it would be implemented
and aligned with the specific requirements applied to this type of technology. This app-
roach also allows us to use various additional information such as direct measurements,
forecasts and expert estimates.

Let us consider how this technique can be used to identify the best AETO for a
model municipality in Ukraine. The objective is to ensure an improved environmental
and social safety in a municipality which has the following characteristics:

– a large city with a population on over 300 thousand people;
– is located in the area experiencing a relatively high anthropogenic pressure;
– has a separate wastewater collection system.

The AHP was applied in this study and all three stages of the AHP process were
completed by a team of local experts. The priorities assigned to entities within the
hierarchical levels 1–5 were used to identify the priority AETO for the model area.

Figures 1 and 2 illustrate the result the experts came up with at the sixth (final) level
of the hierarchy. The data presented in Fig. 1 and 2 (the qualitative and quantitative
priorities assigned to entities within the sixth hierarchical level) serve to identify an
optimal option based on the prevailing global priority weights.

An option assigned the highest global priorityweight is considered as an optimal one.
In this example, the analysis of the global priority weights assigned to various options
on the 6th level helps identify the best option in terms of ensuring an improved social
and environmental safety in the model municipality using the analytic hierarchy process
as a tool supporting environmental management, decision making and monitoring.

The paper describes key stages of AHP including setting a goal, comparative assess-
ment, calculation and analysis of relationships between adjoined entities. This sys-
temic analysis approach minimizes the likelihood of misjudgment and ensures that
management decisions are justified.
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Fig. 1. Global priority weights.

Fig. 2. Global priority weights for the model municipality, %.

4 Conclusion

The technique described herein helps develop a strategy for ensuring the environmental
and social safety in populated areas in Ukraine and throughout the world through the
formulation of well-grounded recommendations on implementing appropriate AETO.
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AHP was applied to assess entities within each group and identify the relationships
between entities as described in the table. The hierarchical structuring was used to derive
global priority weights. The advantages of the identified AETO were demonstrated for
a model municipality.
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Abstract. The paper discusses the issue of extracting heavy metals from domes-
tic wastewater sludge as fertilizers for agricultural purposes. Currently, the bulk
of the formed precipitation is not utilized due to the presence of toxic chemicals
in their composition, mainly heavy metals. This is due to the fact that industrial
wastewater enters the city sewer network after insufficient treatment. Based on the
foregoing, the development of progressive technologies and methods for remov-
ing heavy metals from urban wastewater sludge is an extremely urgent and timely
task, the successful solution of which will significantly reduce the level of neg-
ative impact of this sludge on the environment. A technological scheme for the
extraction of heavy metals from domestic wastewater sludge has been developed;
the optimal modes of the technological process are given. It has been established
that it is advisable to use organic flocculants to intensify the processes of thicken-
ing and dehydration of urban wastewater sludge. The most effective are cationic
flocculants. Their use intensifies the process of sludge dewatering both in sludge
beds and in mechanical dewatering devices – filter presses and centrifuges.

Keywords: Sewage sludge · Humic substances · Carbon-alkaline reagents ·
Peat · Heavy metals · Dehydration

1 Introduction

The work of water supply and sewerage companies makes a significant contribution to
the total amount of waste from cities and industrial enterprises [1]. About 60 thousand
m3/day of sludge are formed at sewage treatment plants of Ukraine alone, which are
stored on sludge sites specially designated for this purpose. These wastes contain more
than 90% of organic matter, which can be a valuable fertilizer for agriculture. However,
the presence of heavy metals in these sediments prevents their use in agriculture and
leads to the need for storage with the alienation of large areas. In total, more than 1.0
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million m3 of such sediments have been accumulated in Ukraine today, for the storage of
which 1450 ha of land have been allocated. These repositories of sludge are sources of
environmental pollution: groundwater, soil, air. The amount of sludge formed in Kharkiv
reaches 3500 m3/day; the area occupied by sludge exceeded 120 ha.

The environmental problem that requires immediate solution is the creation of new
effective methods of treatment (disposal and dehydration) and subsequent disposal of
urban wastewater [2, 3]. This direction is extremely relevant not only for Ukraine but
also for many countries around the world. This sludge is colloidal type suspensions
and difficult to filtered. Large volumes, bacterial contamination, the presence of organic
substances that can rot quickly with the release of odors, as well as the heterogeneity of
composition and properties complicate their processing.

Currently, the disposal of the bulk of the sludge of wastewater is not carried out due
to the presence in their composition of toxic chemicals, mainly heavy metals [4]. This
is due to the fact that industrial wastewater enters the municipal sewerage network after
insufficient treatment. As a result, sludge from municipal sewage treatment plants is
directed to dewatering on sludge sites and storage, allocating large plots of land for this
purpose [5]. Sludge sites are sources of pollution of soil, groundwater and surface water
bodies, air [6]. The size of land allocated for these purposes is constantly increasing.

Based on the above, the development of advanced technologies and methods for
removing heavy metals from urban wastewater is an extremely urgent and timely task,
the successful solution of which will significantly reduce the negative impact of these
sediments on the environment. The paper considers the issue of extraction of heavy
metals from sewage sludge as fertilizers for agricultural purposes [7, 8].

Raw sludge from primary settling tanks is heterogeneous in composition and is a
gelatinous suspension of gray or light brown color. The average humidity of the sludge
removed from the primary settling tanks is assumed to be 95–96%. Activated sludge is a
suspension containing amorphous flakes, including aerobic bacteria and simplemicroor-
ganisms with small (mechanical) and adsorbed (dissolved) contaminants of wastewater.
Humidity of activated sludge removed from secondary settling tanks after aeration tanks
is 99.2–99.5%, and after biofilters – 96–96.5%.

Most sludge sites are arranged on a natural basis. There is a sludge sites lead to
intensive pollution of the environment: groundwater, soil, air. This has led to a significant
deterioration of the environmental situation in the cities of Ukraine.

The main reason that prevents the disposal of sludge is the presence of toxic chem-
icals, mainly heavy metals. Best practices in the operation of sewage treatment plants
show that improving the toxic properties of sludge cannot be fully addressed by improv-
ing the operation of sewage treatment plants. The technological scheme of heavy metals
extraction from sewage sludge is developed; the optimal modes of technological process
are given. It is established that it is expedient to use organic flocculants to intensify the
processes of thickening and dehydration of sludge of wastewater. Cationic flocculants
are the most effective. Their use intensifies the process of sludge dehydration both on
sludge sites and in mechanical dehydration devices – filter presses and centrifuges [9].

Sewage treatment systems for urban wastewater make a significant contribution to
the total amount of waste from cities and industrial enterprises. Sediments are stored on
sludge sites. Sediment storage is a source of environmental pollution: soil, groundwater
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and surface water bodies, air. Urban sewage sludge contains more than 90% organic
matter, which can be a valuable fertilizer for agriculture. However, the presence of
heavy metals in urban sewage sludge prevents their use in agriculture.

Different researchers dealt with the issues of physical and chemical properties of
sewage sludge and the development of methods for intensification of dehydration and
utilization processes. However, the problem of removal of heavy metals and disposal of
urban wastewater remains incomplete, and therefore the level of man-made impact of
sediment on the environment remains quite high [10].

The analysis of papers [11, 12] and available experience of operation of facilities
for domestic (urban) wastewater and sludge treatment showed that currently the tasks
of sludge treatment and disposal remain unresolved. This leads to the accumulation of
sediment and pollution of the environment (soil, groundwater and surface water bodies,
air). It is necessary to develop methods and technologies for the extraction of heavy
metals from urban sewage sludge. It was found that the composition of urban sewage
sludge generated at urban treatment plants, which have machine-building and metal-
lurgical enterprises, contain heavy metals such as iron, copper, nickel, zinc, chromium,
manganese, cadmium, arsenic, mercury and a number of others. Heavy metals need to
be removed from sewage sludge for disposal as fertilizer in agriculture.

The study of patterns of urban wastewater disposal, which includes raw sludge from
primary settling tanks and excess activated sludge from secondary settling tanks, is one
of the important technological tasks in solving problems of improving sludge treatment
technology.

Based on the generally accepted classification of heterogeneous physicochemical
systems, urban wastewater sediments cannot be attributed to any of them [13, 14]. They
have the characteristics and properties of both emulsions and suspensions. On the one
hand, in the dispersion medium (water) there are particles of organic matter, the surface
of which is covered with a layer of sorbs dissolved organic compounds; there is no
boundary solid – water. On the other hand, the structural and mechanical properties
of this system are largely determined by solid particles. The ratio of the properties of
the emulsion and the suspension depends on the dispersion of the solid phase and the
associated organic content, which is in the anhydrous part of the precipitate by weight
3–30%, volume 15–70%, and sometimes more. Precipitation humidity is in the range of
95–98%.

The paper [15] considers the main characteristics of sewage sludge during dehy-
dration. The sewage sludge contains mainly organic matter that is difficult to release
moisture. There are no exact linear dependences of the filtration time on the rate of
the dehydration process. Studies have shown that this process is not linear and depends
on many factors. First of all, it is necessary to establish the concentration of organic
compounds in the sewage sludge. Other important parameters are the permeability and
compressibility of sediments during their dehydration. Comparison of the quantified
dewaterability of the fifteen sludges to the relative volatile solids content showed a very
strong correlation in the volatile solids range from 40 to 80%. The data indicate that
the volatile solids parameter is a strong indicator of the dewatering behavior of sewage
sludge.
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Sewage sludge contains the nutrients necessary for plants (nitrogen, phosphorus,
potassium, microelements) and, in terms of their agrochemical value, is similar to tra-
ditional organic fertilizers – manure, and applying them to the soil will improve the
composition and structure of the arable soil layer and ensure an increase in plant
productivity. Among the organic compounds, the most frequently detected in the
municipal sewage sludge include absorbable organic halogens (AOX), linear alkylben-
zenesulfonates (LAS), nonylphenols and nonylphenolethoxylates (NP and NPnEOs),
di-ethylhexylphthalate (DEHP), polyaromatic hydrocarbons (PAH), polychlorinated
biphenyls (PCB), polychlorinated dibenzo-pdioxins and-furans (PCDD/F) [16]. These
compounds have been proven to cause adverse effects, such as reproductive damage,
carcinogenicity, and metabolic and obesity diseases. During processing, these organic
substances are broken down into simpler ones. However, constant monitoring of their
content in urban sewage sludge is necessary. An efficient analytical method for the detec-
tion of organic pollutants in sewage sludge has been developed, demonstrating excellent
reproducibility and recovery. After removing said organic contaminants from the sewage
sludge, it is possible to use the sewage sludge as a fertilizer.

Another problem that limits the use of sewage sludge as a fertilizer is the presence
of heavy metals in their composition. This situation is typical for many industrial cities.
The paper [17] proposes a three-stage method for the removal of heavy metals from
sewage sludge. The results of the study showed that the combination of sonication
pre-treatment and alkaline fermentation showed the best results among other cases,
resulting in hydrolysis by 33.7%, acidification by 10.5%, metal leaching by 11–33% and
a reduction in the bioavailability of potentially toxic substances to 25% heavy metals.
Bioleach effluent from the most efficient reactor was subjected to membrane metal
recovery. A supported liquid membrane impregnated with a basic carrier successfully
recovered soluble metals from bioleach effluents with an efficiency of 39–68%. This
study shows that the proposed three-step process, pre-sonication, liquid membrane-
supported alkaline fermentation, efficiently produces a stable sludge with reduced heavy
metal toxicity and recovers metals from organic waste streams. However, the complexity
and relative high cost of this combined treatment should be noted. The complexity of
process control and the economic feasibility of this method require the search for new
approaches to solving the issue of removing heavy metals from sewage sludge.

Evaluation of the effectiveness of cassava peel extracts for removing heavy metals
from sewage sludge was carried out in the article [18]. Mean heavy metal concentrations
in the sludge were estimated for copper (2.22 ± 0.2 mg/kg), zinc (52.3 ± 0.1 mg/kg),
chromium (1.46 ± 0.1 mg/kg), nickel (5.6 ± 0.01 mg/kg), and lead (1.9 ± 0.1 mg/kg)
and were below permissible limits. Optimum heavy metal removal for Aspergillus niger
fermentation extract at room temperature was achieved on day 12 at pH 3.5 for zinc
(74.5%), while optimum heavy metal removal at elevated temperature was achieved on
day 9 at pH 3.0 for lead (79.3%). The optimum pH for crude fermentation extracts lies
between pH 3.0–4.5 for nickel (76.2%) at room temperature and chromium (76.6%)
at elevated temperature. It should be noted that this technology requires a long time
to implement the removal of heavy metals from sewage sludge. Such duration of the
process can lead to a delay in the processing and disposal of sewage sludge due to the
accumulated large volumes of this sludge.
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Currently, the disposal of the bulk of sludge generated during urban wastewater
treatment is not carried out due to the presence of heavy metals. Sludge sites are a
source of pollution of soil, groundwater and surface water bodies, air. The size of land
allocated for these purposes is constantly increasing. As a result, it could turn into a real
environmental disaster.

The purpose of this study is to investigate the efficiency of detecting metals from
exposure to domestic wastewater. This can be exploited by changing the process of
domesticwastewater treatment. Continuous change in precipitationwith humic reagents,
accompanied by the emission of ultrasound. This method makes it possible to reduce the
content of metals in sediments with a persistent water content that does not exceed the
sanitary standards for the content ofmetals in food substances for agricultural enterprises.
Analysis of experimental data shows that the treatment of sewage sludge allows to
effectively removing heavy metals with subsequent disposal of sludge as fertilizer.

2 Flocculating Properties of Humic Substances

Humic substances and, in particular, humic acid are widespread in the environment. For
example, humic acid can be obtained from soil, natural waters, peat, low-grade coal
(so-called brown coal) and others. It has been established that these substances have
properties that allow removing heavy metals from sewage sludge [19–21].

To a large extent, they have an aromatic structure, including phenolic hydroxyl and
carboxyl groups capable of attaching metal ions. The molecular weight of humic sub-
stances depends on various factors, such as polydispersity, the tendency to combine into
large molecules in a particular environment. Molecules of organic or other dissolved
compounds can interact with humic substances through ion exchange or interaction
with functional groups, as well as a result of hydrophobic interaction. The formation
of complex compounds of humic substances with heavy metal ions is established and a
high degree of their stability is shown, which increases in the following order: Fe3+ >

Al3+ > Cu2+ > Zn2+ > Ni2+ > Co2+ > Mn2+ > Ca2+ > Mg2+. Humic substances in
alkaline, neutral or acidic environments form chelated compounds with heavy metals,
which are dissolved or adsorbed on suspended particles containing metal compounds. In
addition, humic substances, such as humic acid, have the properties of flocculants – poly-
electrolytes, which contributes to the intensification of wastewater treatment processes
from suspended solids.

The aim of the research is to study the effectiveness of the method of heavy met-
als extraction from sewage sludge through the use of special sludge treatment tech-
nology. This technology consists of the step of continuously mixing the sludge with
humic reagents. The second stage involves the simultaneous treatment of sludge with
ultrasound. This will reduce the concentration of heavy metals in sewage sludge to
concentrations that do not exceed the sanitary norms of heavy metals in fertilizers for
agricultural land.

3 Materials and Methods

The paper uses theoretical and experimental research in laboratory-pilot conditions to
achieve the aim. The efficiency of the dewatering equipmentwas evaluated by the amount
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of solids removed from the unit of the filtration surface, as well as by the humidity of
the dehydrated product.

The precipitates were filtered on a laboratory vacuum filter unit with a filling funnel
with a diameter of 100 mm [22, 23], at a constant pressure difference (�P) during the
filtration cycle. During the operation of the laboratory installation, a layer of sediment
is formed on the filter tape. It was found that there is also an intensive clogging of the
pores of the filter tape with colloidal or similar particles. This leads to a rapid decrease in
the filtration rate in subsequent cycles. Therefore, in the experiments as a filter partition
used a tape with a pre-washed on it a layer of disposable lignite reagent [24].

The paper considers the technology of removal of heavy metals from urban wastew-
ater with the help of humic substances. Removal of heavy metals from domestic sewage
sludge is carried out with constant stirring of sludge with humic reagents with a linear
velocity of 0.2–0.5 m/s with simultaneous sonication at a frequency of 2.5–5.5 kHz for
1–1.5 min. 1–2% solution of humic substances of brown coal and peat with a dose of
10–50 mg/kg of dry matter was used for sludge treatment.

4 Research Results

The efficiency of removal of heavy metals from sewage sludge depending on the dose
of reagent is given in Table 1 and in Fig. 1. Changing the linear velocity directly affects
the process of extracting heavy metals from sewage sludge. In Fig. 2 shown the graphs
of the influence of changes in the linear mixing velocity on the efficiency of removal of
heavy metals from domestic sewage sludge.

Table 1. Efficiency of removal of heavy metals from sewage sludge.

Reagent type Reagent dose The content of heavy metals in the sludge,
mg/kg dry matter

Iron (Fe3+) Copper (Cu2+) Aluminium (Al3+)

No reagent 0 4148.5 266.3 8517.5

Lignite 10 2443.47 199.46 4803.87

20 1837.79 167.50 3764.74

30 1381.45 108.92 3321.83

40 850.44 92.94 2614.87

50 273.80 48.99 1865.33

Peat 10 1883.42 178.15 4582.42

20 1136.69 145.93 3372.93

30 900.22 104.12 2861.88

40 613.98 78.82 2359.35

50 365.07 39.15 1686.47
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Fig. 1. The effect of the humic substances dose on the efficiency of heavy metals removal from
domestic sewage sludge (V = 0.2 m/s, ν = 2.5 kHz, t = 60 s).

Fig. 2. Influence of linear mixing velocity change on efficiency of removal of heavy metals from
sewage sludge.
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The effect of changes in the frequency of ultrasound on the efficiency of removal
of heavy metals from domestic sewage sludge is shown in Fig. 3. During the experi-
ments, the optimal modes of heavymetals removal from urban wastewater sludge during
treatment with humic reagents were established (Table 2).

Fig. 3. Influence of ultrasound frequency change on efficiency of removal of heavy metals from
sewage sludge.

It was found that the highest efficiency of removal of heavy metals from sewage
sludge is observed at the following ultrasound frequencies: iron (Fe3+) – 2.5 kHz, copper
(Cu2+) – 4 kHz, aluminum (Al3+) – 5.5 kHz at linear mixing velocity Fe3+ and Al3+

– 0.3 m/s, Cu2+ – 0.5 m/s.
Analysis of experimental data shows that the treatment of sewage sludge with

humic reagents effectively removes heavy metals with subsequent disposal of sludge
as fertilizer.
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Table 2. Optimal modes of heavymetals removal from urban wastewater sludge during treatment
with humic reagents.

Reagent type Reagent dose The content of heavy metals in the
sludge, mg/kg dry matter

Efficiency of
removal of
heavy metals
from sewage
sludge

Name of
elements

Before
treatment

After
treatment

Lignite 50 Iron (Fe3+) 4148.5 273.9 93.0

Copper
(Cu2+)

266.3 490 81.6

Aluminium
(Al3+)

8517.5 1865.4 78.1

Peat 50 Iron (Fe3+) 4148.5 365.1 91.2

Copper
(Cu2+)

266.3 391 85.3

Aluminium
(Al3+)

8517.5 1686.2 80.2

5 Conclusion

Utilization sludge disposal is an urgent environmental problem. Sludge sites are sources
of pollution of soil, ground and surface water bodies, air. The authors proposed a method
of extracting heavy metals fromwastewater sludge using humic reagents and sonication.

This method involves constant mixing of the sludge with humic reagents at a linear
velocity of 0.2–0.5 m/s while simultaneously ultrasound at a frequency of 2.5–5.5 kHz
for 1–1.5 min. The developed technological scheme of heavy metals extraction from
domestic sewage sludge allows further use of sewage sludge as fertilizer.

References

1. Vystavna, Y., Zaichenko, L., Klimenko, N., Rätsep, R.: Trace metals transfer during vine
cultivation and winemaking processes. J. Sci. Food Agric. 97(13), 4520–4525 (2017). https://
doi.org/10.1002/jsfa.8318

2. Vergeles, Y., Butenko, N., Ishchenko, A., et al.: Formation and properties of sediments in
constructed wetlands for treatment of domestic wastewater. Urban Water J. 13(3), 293–301
(2016). https://doi.org/10.1080/1573062X.2014.993178

3. Marchand, L., Nsanganwimana, F., Cook, B.J., et al.: Trace element transfer from soil to
leaves of macrophytes along the Jalle d’Eysines River, France and their potential use as
contamination biomonitors. Ecol. Ind. 46, 425–437 (2014). https://doi.org/10.1016/j.ecolind.
2014.07.011

4. Vystavna, Y., Huneau, F., Motelica-Heino, M., et al.: Monitoring and flux determination of
trace metals in rivers of the Seversky Donets basin (Ukraine) using DGT passive samplers.
Environ. Earth Sci. 65(6), 1715–1725 (2012). https://doi.org/10.1007/s12665-011-1151-4

https://doi.org/10.1002/jsfa.8318
https://doi.org/10.1080/1573062X.2014.993178
https://doi.org/10.1016/j.ecolind.2014.07.011
https://doi.org/10.1007/s12665-011-1151-4


358 T. Shevchenko et al.

5. Papagiannis, F., Gazzola, P., Burak, O., Pokutsa, I.: Overhauls in water supply systems in
Ukraine: a hydro-economic model of socially responsible planning and cost management. J.
Clean. Prod. 183, 358–369 (2018). https://doi.org/10.1016/j.jclepro.2018.02.156

6. Vystavna, Y., Yakovlev, V., Diadin, D., Vergeles, Y., Stolberg, F.: Hydrochemical charac-
teristics and water quality assessment of surface and ground waters in the transboundary
(Russia/Ukraine) Seversky Donets basin. Environ. Earth Sci. 74(1), 585–596 (2015). https://
doi.org/10.1007/s12665-015-4060-0

7. Camargo, F.P., Sérgio Tonello, P., dos Santos, A.C.A., Duarte, I.C.S.: Removal of toxic metals
from sewage sludge through chemical, physical, and biological treatments—a review. Water
Air Soil Pollut. 227(12), 1–11 (2016). https://doi.org/10.1007/s11270-016-3141-3

8. Reddy, G.K., Yarrakula, K., Lakshmi, U.V.: Reducing agents enhanced electrokinetic soil
remediation (EKSR) for heavy metal contaminated soil. Iran. J. Chem. Chem. Eng. (Int.
Engl. Ed.) 38(3), 183–199 (2019)
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Abstract. The main sources for water supply in Ukraine are the rivers Dnieper,
Southern Bug, Dniester, Siverskyi Donets, Danube. The quality of these rivers is
deteriorating. A two-stage scheme with horizontal settling tanks on the first stage
is used for surfacewater treatment. These facilities are reliable and easy to operate,
but require significant space. Sourcewater distribution and clarifiedwater drainage
systems are inefficient, so structures are constantly modified, improved systems
of distribution of source water and drainage. We propose to use a device of thin-
layer settlers in a sedimentation zone for intensification horizontal settler. This
work shows the development of methods for studying the model of a combined
horizontal settling tank. To increase the efficiency of horizontal settling tanks and
the quality of water treatment, a combined horizontal settling tank is proposed.
At the beginning of the sedimentation zone, there is a tubular thin-layer settling
tank and the clarified water is drained through an end tray with a sinusoidal spout.
Studies of settling tanks are usually carried out on models. For this purpose the
technique of carrying out experiments on the model of the combined horizontal
settler is developed. The design of the combined horizontal settling tank and
the method of its research are developed and offered. The proposed technique
allows studying the combined horizontal settling tank for water purification in the
laboratory.

Keywords: Combined horizontal settling tank · Thin-layer settling tank ·
Sinusoidal sillway

1 Introduction

Sustainable development of a country is impossible to imagine without the develop-
ment of a water industry [1]. Natural water, which is found in surface and underground
sources, as well as in atmospheric waters, is used for water supply in cities or settle-
ments [2–4]. The main water sources in Ukraine are the rivers Dnieper, Southern Bug,
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Dniester, Siverskyi Donets, Danube. Unfortunately, the quality of water in these rivers
is deteriorating [5, 6].

In water supply systems of populated cities, treatment plants occupy a significant
place because they purify water to the drinking quality. Even in ancient Rome, water
purification took place by the method of settling. Water passed through the buildings
where the process of precipitation of the suspension took place, and then the sediment
was periodically removed. Thesewere the first horizontal settling tanks. Since then, these
facilities have changed (new constructions of horizontal settling tanks, new systems of
distribution of source water, drainage of clarified water, sludge discharge, calculation of
settling tanks have appeared).

2 Literature Review

Nowadays, a two-stage scheme with settling tanks is used for surface water treatment
(Fig. 1). If productivity of water treatment plant is near 30000 m3/day or more, the
horizontal settlers are used [7]. They are reliable and easy to operate. Unfortunately, their
disadvantages are: require large areas for building and systems of distribution of source
(primary) water, drainage of clarified water are not effective enough. With increasing
water consumption, they do not provide complete drainage of clarified water (part of the
clarified water is returned to the settling tank) and from the bottom the drained water
with sludge. Thus there is a longitudinal circulation. Solving these problems they are
constantly modified and improved systems of distribution of source water, drainage of
clarified water, their calculations and designs [8–10].

Fig. 1. Two-stage scheme for surface water treatment with horizontal settling tank and rapid sand
filter.

In the 1950s, thin-layer settling tanks began to be used, in which the sedimentation of
suspended solids occurs by reducing the height [11]. Thin-layer settling tanks (blocks,
modules, elements) can be used as independent structures and for intensification or
reconstruction traditional settling tanks [12–15]. Thin-layer settling tanks in the direction
of sediment movement relative to the movement of treated water are divided into direct-
flow, counter-current, combined and transverse [12, 13].
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To increase the efficiency of horizontal settling tanks and the quality ofwater purifica-
tion, we have proposed a combined horizontal settling tank, in which a tubular thin-layer
settling tank is located at the beginning of the sedimentation zone.

The work shows the development of research methods of the model of combined
horizontal settling tank to improve the quality of natural water treatment for drinking
water supply.

3 Research Methodology

Before starting the study of the combined horizontal settling tank, we take into account
the following conditions:

– thin-layer settlers and horizontal settling tank work as one facilities and the water
consumption for them is the same, but the main device is a horizontal settling tank;

– turbidity of the water, which is entering in horizontal settling tank, will be less than
the source water. This means that the big suspended particles will be deposited in a
thin-layer settlers, and the light suspended particles – along the length of the horizontal
settling tank;

– the speed of water movement in the thin-layer settlers will be higher than in the
horizontal settling tank because the living cross section of water in the thin-layer
settlers decreases due to structural elements and their geometric location in horizontal
settling tank.

Studies of settling tanks are usually carried out on models [16, 17]. It is necessary to
have a geometric similarity between the model and nature facility, to determine the main
force of the process. In this case, the main force is the gravity force, due to which the
sedimentation of the suspension proceeds. So the hydraulic modeling of the combined
horizontal settling tank is carried out according to the Froude criterion [16, 17].

To research the combined horizontal settling tank, it is first necessary to calculate
its model in accordance with the full-scale facility. For example, with a scale factor of
geometric similarity (Lλ), this is equal to 12:

Lλ = LH
LM

, (1)

where LH is the size of the full-scale system; LM is the size of the model system.
In Fig. 2 shown the model of combined horizontal settling tank for laboratory

research. The principle of operation of the combined horizontal settling tank is as fol-
lows: source water, which is mixed with the coagulant, gets through hose 1 into the
distribution system 2 of the vortex chamber of the flake formation of sludge 3 with
vertical walls. Then it flows through the spillway 4 and descends between the spillway
wall 4 and the jet-directing wall 5 and rotates under the wall 5 and distributes in the
thin-layer settler pipes by reducing the cross-section between the jet-directing wall 5
and the thin-layer settler pipes 6. Next, it passes through a thin-layer settling tank 7,
where big suspended particles are deposited, which slides on the tray of pipes 6 and is
periodically removed by the hose 8. Partially clarified water from the thin-layer settling
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tank 7 falls on the jet-directing combined partition 9, where part of the water passes
through the holes 10 and through the visors 11 is evenly distributed in the lower part
of the settling tank. Then the entire flow of water enters the end gutter 13 with a spout
of wavy shape (sinusoidal shape) 14 and pipelines 15 is diverted. The fine suspended
particles stuck in the settling tank are periodically discharged through the pipeline 16.

Fig. 2. The model of the combined horizontal settling tank for laboratory research.

In the research of the combined horizontal settling tank on the small model with a
coefficient of geometric similarity scale Lλ = 12, we reduce all the dimensions of the
full-scale structure by 12 times. In this case, the geometric dimensions of the model will
be next (Fig. 2): the length of the horizontal settling tank (L1) – 5.8m;width – 0.25m; the
height of the sedimentation zone – 0.25 m; the height of the block of thin-layer settlers
(h2/) – 0.13 m; the length of the block of the thin-layer element (l1/) – 0.09 m; the length
of the block of the thin-layer block in horizontal direction – 0.06 m; the number of
pipes in the thin-layer block in vertical direction – 16 and horizontally – 30; diameter
of pipes – 8 mm; the tilt angle of thin-layer elements – 50°; the height of the clarified
water collection zone (h1/) – 0.03 m; the height of the protection zone (h3/)– 0.08 m;
the width of the channel between the chamber for the formation of sludge flakes and
thin-layer settlers (b1) – 0.07m; the distance of the combined jet-directing partition from
the block of thin-layer settlers (l3/)– 0.125 m; the diameter of the holes in the combined
jet-directing partition (dholes) – 8 mm; number of holes in the combined jet-directing
partition – 92; the distance between the combined partition from the zone of sediment
accumulation (h4/) – 0.17 m; the depth of the combined partition under water level
(h5/) – 0.08 m; the height of the accumulation zone (h0/) – 0.04 m; the length of chamber
for the formation sludge flakes is 1.5 m; the width and height according to the horizontal
settling tank are 0.25 m. The total height of the model will be 0.35 m taking into account
the reserve factor.
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During modeling by the Froude criterion, the velocity of water in the model of the
horizontal settling tank will be [17–21]:

VM = VH√
LH
LM

= VH√
Lλ

, (2)

where VH is the water velocity in a full-scale facility.
Water consumption, respectively, will be:

QM = ωM × VM , (3)

where ωM is the living area of the model.
Thewater velocity in the elements (pipes) of the thin-layer settling tank is determined

by:

Vthin.set. = QM

ωthin.set.
, (4)

where ωthin.set. is the living cross-sectional area of the model of thin-layer settling tank.
This parameter is determined by the equation:

ωthin.set. = ω′
cross.area · N , (5)

whereω′
cross.area is the living cross-sectional area of the element of the thin-layer settling

tank;N is the number of elements of the thin-layer settler. It is determinedby the equation:

N = ω′
e

ωe
. (6)

The living cross-sectional area of the element of the thin-layer settling tank is:

ω′
cross.area = π · d 2

holes

4
, (7)

where dholes is the diameter of the holes in the combined jet-directing partition.
Then the area of one element is equal:

ωe = πd2
1

4
. (8)

The area of all elements (Fig. 2) is:

ω′
e = b′

1 · h′
2, (9)

where b1/ is the width of the model; h2/ is the height of the block of thin-layer settlers.
Studies of the combined horizontal settling tank are carried out at different source

water temperatures and different turbidity. To determine the uniformity of the distribution
of source water on the elements in the thin-layer settler, a mixture of potassium perman-
ganate is used, which is fed into the source water. The process itself is observed through
observation windows. At the same time, the movement of potassium permanganate-
stained source water around the jet-directing combined partition is observed through the
observation windows (Fig. 2).

The silt of the river SiverskyiDonets is used to darken the sourcewater and aluminum
sulfate is used as a coagulant.
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4 Results

Before the calculation of the combined horizontal settling tank, the following techno-
logical and constructive parameters were adopted:

– the water velocity in a full-scale facility (VH ) is 8 mm/s;
– the living area of the model (ωM ) is 0.0625 m2;
– the outer diameter of the element of the thin-layer settler (d1) is 12 mm;
– the width of the model (b1/) is 0.25 m;
– the height of the block of thin-layer settlers (h2/) is 0.13 m;
– the diameter of the holes in the combined jet-directing partition (dholes) is 8 mm.

The results of the calculations are shown in Table 1.

Table 1. The results of calculations of the combined horizontal settling tank.

Parameter Value of calculation

VM 0.0023 m/s

QM 0.0001438 m3/s

ωe 0.000113 m2

ω′
e 0.0325 m2

N 288

ω′
cross.area 0.00005024 m2

ωthin.set. 0.01447 m2

Vthin.set. 0.00994 m/s or 9.94 mm/s

Water samples are taken in front of the thin-layer settling tank, behind it, behind the
jet-directing combined partition and at the outlet of the horizontal settling tank. They
are selected at different depths in the amount of at least three. The transparency of the
samples is determined by the photoelectrocalorimeter and the weighing method.

The result of water consumption of the model is 0.0001438 m3/s or 0.144 l/s. In this
case, the number of elements of the thin-layer settler (N) is 288.

After calculations on themodel of the combined horizontal settling tank according to
the Froude criterion, the water velocity in the elements (pipes) of the thin-layer settling
tank was 9.94 mm/s and the water velocity in the model of the horizontal settling tank
was 2.3mm/s. These parameters indicate the feasibility of hydraulicmodeling by Froude
criterion.

5 Conclusion

Thus, the combined horizontal settling tank is a facility in which the vortex chamber of
flake formation and the horizontal settling tank are combined. A thin-layer settling tank
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is arranged in the horizontal settling tank, where suspended solids are deposited. The
retained sediment slides on the tray of pipes and is periodically removed. The proposed
design allows increasing the efficiency of removal of suspended solids in horizontal
settling tanks.

The study of the combined horizontal settling tank is carried out on the small model
with the coefficient of geometric similarity scale. This coefficient is equal to 12. This
allows finding the technological parameters (the water velocity in the model of the
horizontal settling tank, the water velocity in the elements (pipes) of the thin-layer
settling tank and the water consumption) using Froude criterion. The numerical values
of technological parameters are determined.

The given method of the study of the combined horizontal settling tank is a con-
tinuation of our previous studies on this topic. These works are aimed at improving
the efficiency of settling tanks, which will reduce operating costs and hydraulic loads
on other facilities, increase the uniformity of collection and disposal of clarified water,
improve the quality of water treatment and increase the reliability of the facility as a
whole.
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Abstract. The paper analyzes the state and prospects of the development of the
territories of Ukraine in the conditions of counteraction to military aggression and
post-war reconstruction. The basic needs to be addressed to the IDPs have been
identified. By analyzing statistical data, household needs are identified among the
main needs that have arisen in internally displaced persons. To meet these needs,
the problems of increased workload and logistics – building a safe route for the
delivery of food and household items. A cartographic projection of the movement
of internally displaced persons has been developed based on the results of the
analysis of statistical data on population movements from February 24, 2020 to
the time of the study. It has been determined that changes during military aggres-
sionmay lead to further population displacement, so the location of the population
in the territories that received the largest number of internally displaced persons
is temporary both in terms of population relocation and post-occupation change
of territories of active ground combat operations. The international experience of
solving the problems of accommodation of internally displaced persons was ana-
lyzed, which allowed to identify the negative aspects of the construction of such
towns and solve them through research. Possible elements of integrated territorial
planning of temporary development of territories for accommodation of internally
displaced persons were considered, considering the need to ensure the goals of
sustainable development. As a result, proposals have been developed for mecha-
nisms to provide temporary housing for persons whose housing has been damaged
because of the war, both in the territories where displaced persons havemoved and
then in the territories liberated from occupation. Therefore, the requirements for
the functional component of modular towns should be linked to the requirements
of the Concept of Sustainable Development.

Keywords: Sustainable development · Post-war reconstruction · Territorial
development · Territorial planning

1 Introduction

The military aggression against Ukraine on February 24, 2022 was the cause of the
socio-economic crisis that arose due to the forced movement of the population from the

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
O. Arsenyeva et al. (Eds.): STUE 2022, LNNS 536, pp. 368–377, 2023.
https://doi.org/10.1007/978-3-031-20141-7_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20141-7_34&domain=pdf
http://orcid.org/0000-0003-2218-0041
http://orcid.org/0000-0002-3002-5669
http://orcid.org/0000-0002-0841-4676
http://orcid.org/0000-0001-8807-9988
http://orcid.org/0000-0001-6093-9376
https://doi.org/10.1007/978-3-031-20141-7_34


Territorial Planning and Sustainable Development of Refugee Areas 369

territories of active hostilities.Almost 5.6million people have beengranted refugee status
by countries of the European Union. 7.7 million people in Ukraine have been forcibly
displaced. These humanitarian and social challenges became the biggest challenges for
Europe after the Second World War. Many people were left homeless in areas of active
hostilities due to constant bombing, artillery, and tank shelling. Thus, while the first
challenge for Europe has been the issue of temporary accommodation and a number of
humanitarian issues, the new challenge will be the creation of temporary housing in safe
areas and socio-economic assistance to those who have been forced to leave their homes
and damaged their homes. Therefore, it is expedient to analyze the ways of solving the
problem of accommodation of the population that was forced to leave their homes both at
the level of temporary arrangement and to solve the problems of post-war reconstruction
of the country.

2 Literature Review

The issue of transformations of sustainable development processes in the context of
military conflicts, their prevention, and the use of elements of sustainable development
in the postwar reconstruction system is an important public topic, so the work of many
scholars is devoted to its solution [1, 2]. In particular, the issue of sustainable develop-
ment in the post-war reconstruction was considered in the study of Strasser et al. [3],
analyzed advanced technologies in the development of the transformational potential
of territories in the face of new challenges. Fazey et al. [4] systematized the study of
energy and social areas of development, considering the goals of sustainable develop-
ment. Pel et al. [5] conducted a study of social challenges in the new realities of society.
Törnberg [6] in his research defined the typology of social change in the face of new
challenges, based on the study of transformational processes. Aguilar et al. [7] studied
the processes of renovation and restoration of post-conflict societies.Wittmayer et al. [8]
investigated transformational processes through the application of social innovations to
construct social systems. Augustinus and Barry [9] identified public initiatives that can
be implemented to ensure sustainable development. Fisher [10] identified some aspects
of territorialmanagement in the context of political challenges, considering the prospects
of their sustainable development. The conditions of military aggression in Ukraine have
created unique challenges for the sustainable development of modern society, so it is
advisable to search for new mechanisms for managing the sustainable development of
territories in modern socio-economic conditions.

3 Research Methodology

According to UN statistics, as of May 2, 2022, the number of refugees was 5,597,483
people [11]. Among the countries that received refugees, 3.07 million were sheltered
by Poland, 836.1 thousand people were sheltered by Romania, 534.8 thousand people –
Hungary, more than 448 thousand people – Moldova, 382 thousand people – Slovakia
[12]. Statistics on internally displaced persons show that the number of persons who
have officially received the status of internally displaced persons is 3.4 million [13].
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According to the results of a survey conducted by the Ministry of Digital Transfor-
mation of Ukraine, the basic needs that needed to be addressed by internally displaced
persons were identified. The results of the survey are presented in Fig. 1.

Fig. 1. The structure of the needs of internally displaced persons [14].

Thus, among the main needs of IDPs are household needs: food, hygiene products,
medicines and more. Speaking about the social burden in the EU, it is appropriate to
determine that the growing number of refugees increases the burden on the social system,
and determines the need to increase the amount of food, medicine, and household items
supplied in the territory. As for the territories of Ukrainewhere there are no active ground
battles, the population has moved there from areas of active hostilities. It also increases
the load on the territory of Ukraine, mainly in the West and in the Central regions. Part
of the population has moved from uncontrolled and evacuated areas and areas under
temporary occupation, so to meet the needs of these areas there is not only the problem
of increased workload but also the problem of logistics - building a safe route for food
and household items.

The authors have developed a cartographic projection of displaced persons under
the results of the analysis of statistical data on population movements from February 24,
2020 to the time of the study (Fig. 2).

Thus, because of mapping the flows of displaced persons to Ukraine, we see that the
largest number of people moved from Donetsk and Luhansk regions (as a percentage of
the permanent population in this area, the number of displaced persons is over 80%).
We are talking about the processes of decentralization – moving from cities to rural
and urban areas and moving outside the regions. Significant population movements are
observed inKyiv, Chernihiv, Sumy andKharkiv oblasts. The largest number of internally
displaced persons was in the Lviv region (approximately 400,000). The greatest load is
observed in the western regions of Ukraine (Lviv, Zakarpattia, Ivano-Frankivsk regions.
The large flow of IDPs in these areas is associated not only with their remoteness from
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Fig. 2. Cartographic projection of displaced persons, compiled by the authors on the basis of [15].

the area of active ground combat operations, but also with their approach to the state
border of Ukraine Thus, further changes in the course of the war may lead to further
population displacement, so the relocation of the population to the territories hosting the
largest number of internally displaced persons is temporary both in terms of relocation to
the liberated territories in terms of population movement due to the change of territories
of active ground combat operations.

4 Results

Analyzing the processes of relocation of internally displaced persons, it was concluded
that temporary modular housing should be in the western regions of Ukraine, taking
into account the possibility of its further relocation to the liberated territories in order
to return to a peaceful life. Together with the UN, the construction of modular houses
for internally displaced persons began in Lviv. The modular town will consist of 88
residential buildings, which can accommodate 350 people. Electricity and heating will
be supplied to the modular campus. Similar modular towns have been built in areas
of other military conflicts. Examples are the modular town in Kharkiv region for IDPs
from Donetsk and Luhansk oblasts with the beginning of the military conflict in eastern
Ukraine in 2014, the modular town for IDPs in Georgia on the outskirts of Tbilisi, the
modular town in Bosnia and Herzegovina and others [16].

It should be noted that the operation of these houses, despite the temporary nature of
such towns, in the above areas, these houses are without any changes since the start of
hostilities, for example, in Kharkiv region, the temporary town has been operating for
8 years. It should be noted that because such houses are not designed for long-term use,
there are problems with utilities, the need for repairs and modernization [16].
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In Fig. 3 shown the aftermath of a fire in a model refugee town in Bosnia and
Herzegovina. The fire was caused by the mismatch of electrical wiring to the required
load in the town due to the use of heating devices because the heating in the town is
insufficient to ensure the normal functioning of people [17].

Fig. 3. Results of a fire due to overload of the electrical network in the modular town, Bosnia and
Herzegovina [17].

Therefore, among the requirements for the functional component of modular towns,
it is advisable to identify the following requirements, which can be related to the
requirements of the Concept of Sustainable Development (Table 1).

Thus, analyzing the goals of sustainable development and their role in creating
modular towns for migrants, the main requirements for the following facilities are
identified:

– the possibility of fast assembly and disassembly, possibility of movement – transport
mobility,

– the ability to accommodate the maximum number of people in the shortest possible
time,

– ensuring operational safety,
– providing the residents of the town with quality utilities,
– to create conditions for ensuring the goals of sustainable development by rationalizing
the space of modular towns.
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Table 1. The requirements for the functional component of modular towns are related to the
requirements of the concept of sustainable development [3–6, 9, 10, 18–21]

Sustainable development
goals

Settlement requirements Ways to solve the problem

1. Overcoming poverty Creating additional jobs Possibility of temporary
employment of displaced
persons in the field of housing
and communal services
directly from the modular
town,
Possibility of employment of
internally displaced persons in
the system of social
infrastructure created in the
modular town,
Creation of coworking with
the involvement of forcibly
displaced persons to work
remotely with the provision of
technical capabilities
(organizational equipment,
high-speed Internet),
Involvement of residents in
agriculture through the
creation of greenhouses in the
town

2. Overcoming hunger Food shortages due to
occupation of agricultural
lands and complicated
logistics

Creation of greenhouses with
vertical landscaping near
modular towns, which are able
to provide food and work for
the townspeople

3. Good health Ensuring access to medicines
and medical services,
prevention of epidemics and
diseases

Formation of mobile
outpatient clinics to meet the
needs of modular camps and
conduct current medical
examinations

4. Quality education Formation of access to
education and new skills

Creating opportunities for
coworking space for remote
retraining of specialists,
obtaining additional skills and
providing leisure for children

(continued)
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Table 1. (continued)

Sustainable development
goals

Settlement requirements Ways to solve the problem

5. Gender equality Issues of gender equality are
complicated in military
conflicts

Ensuring the processes of
gender equality by finding
ways to ensure the realization
of the potential of men and
women on equal terms

6. Clean drinking water There is a reduction in the
amount of clean drinking
water with increasing
population

Creation of modular
settlements in places with
access to groundwater sources,
which will simplify the
possibility of access to water

7. Renewable energy Increasing the load on the
network due to the increase in
the number of electrical
devices

Consideration of the
possibility of creating modular
towns next to farms with
alternative energy sources to
use this energy for their power
supply

8. Economic growth Decreased economic growth Financing of startups
developed by residents of
modular towns aimed at
reviving economic
development through the
crowdfunding exchange

9. Innovation and
infrastructure

Infrastructure overload
overload

Establishment of mobile social
security institutions in towns
with many inhabitants with
the possibility of their further
transportation to the territories
liberated from hostilities

10. Reducing inequality Issues of equality are
complicated by military
conflicts

Ensuring the processes of
equality of all categories of
the population

11. Sustainable development
of cities and communities

Overpopulation in the absence
of potential resources to
provide for the population

Connecting modular cities
with the infrastructure of the
territories where they are
located

12. Responsible consumption In conditions of imperfect
processes of providing the
population with products and
services, irrational
consumption may increase

Rationalization of the process
of providing the population by
analyzing the requests and
finding the minimum cost of
providing them

(continued)
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Table 1. (continued)

Sustainable development
goals

Settlement requirements Ways to solve the problem

13. Combating climate
change

Man-made impacts on the
territory cause climate change

Creating conditions for
vertical landscaping will help
address issues of man-made
impact, the proximity of the
location to the existing
infrastructure will reduce the
number of movements and
emissions of carbon dioxide

14, 15. Conservation of land
and sea ecosystems

Man-made human impact on
nature threatens the
sustainability of ecosystem
development

Development of vertical
landscaping, alternative
energy sources, locality of
means of providing household
needs of the population will
contribute to the preservation
of ecosystems

16. Peace and justice Rising domestic problems due
to war and forced
displacement

Development of volunteering
on the territories of modular
towns

17. Partnership for
sustainable development

There are no effective global
problem-solving and security
systems

Providing an integrated
approach to the placement and
equipment of modular houses
will promote sustainable
development

5 Conclusion

Thus, because of the study, trends in the development of territories in the context of mil-
itary conflict and postwar reconstruction were identified. Statistical data were analyzed
and a cartographic projection of the movements of internally displaced persons on the
territory of Ukraine was developed. Based on the analysis of population movements,
areas that could potentially be attractive for the accommodation of modular settlements
for migrants were identified. Due to changes in the military situation at the front and
changes in the flow of migrants, it is necessary to create modular houses that can be
moved, including to the liberated territories. The proposals of the authors of the article
are related to the developed mechanisms for ensuring the goals of sustainable devel-
opment for the sustainable development of the territories where the modular towns are
located.
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Abstract. One of the promising areas of development of modern titanium alloy
metallurgy is the development andmanufacture of low-alloy titanium alloys for the
aerospace industry, chemical and energy engineering, military industry, medicine.
The experimental low cost alloys of titanium Ti-2.8Al-5.1Mo-4.9Fe (pseudo-β-
alloy) andTi-1.5Fe-0.4O (pseudo-α-alloy)were receivedby electron beammelting
(EBM) with intermediate capacity. Metallographic, structural, X-ray structural
analysis, electron microscopic studies of the lumen were performed, CCT dia-
grams of transformation titanium alloys were obtained and critical cooling rates
were determined, physical and computer modeling of phase transformations in
experimental titanium alloys was performed. It was found that the low cost tita-
nium alloy Ti-2.8Al-5.1Mo-4.9Fe is a two-phase pseudo-β alloy, while the alloy
Ti-1.5Fe-O is a two-phase pseudo-α titaniumalloy. Itwas found that in the alloyTi-
2.8Al-5.1Mo-4.9Fe hardening occurs due to the formation of dispersed particles of
titanium intermetallicMo9Ti4 and Fe2Ti, while in the alloy Ti-1.5Fe-O – disperse-
strengthening particles of titanium oxides Ti3O5, Ti4Fe2O and FeTiO. The low
cost titanium alloy Ti-2.8Al-5.1Mo-4.9 Fe has higher strength values compared
to the strength of the alloy Ti-1.5Fe-O, but lower plasticity and toughness. The
critical cooling rate for the experimental titanium alloy Ti-2.8Al-5.1Mo-4.9Fe is
20 °C/s.

Keywords: Low cost titanium alloys · Electron beam melting · Microstructure ·
Titanium alloys · Dispersive particles · Structural transformations · Gleeble
3800 · Structure modeling

1 Introduction

The successful development of modern urban economy requires, on the one hand, the
introduction of new computer smart control systems, and, on the other hand, the cre-
ation of an appropriate infrastructure for our cities. To successfully solve this complex
problem, it is necessary to develop and implement new smart technologies for the design
and production of modern building structures. Currently, most building structures are
made of steels of various compositions and strength classes – low-alloy, stainless, high-
strength, weather-resistant, etc. In some cases, titanium and its alloys could become a
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worthy replacement for steels. Titanium alloys have high specific strength, corrosion
resistance, wear resistance and other outstanding properties. However, the main deter-
rent to the widespread use of titanium alloys in urban infrastructure is its relatively high
cost. Therefore, one of the urgent problems of modern materials science is to reduce the
cost of their production and the production of structures from them for various purposes.

Titanium and its alloys as structural materials have an excellent set ofmechanical and
operational properties that allow them to be used in various industries. Titanium-based
alloys are widely used in aerospace, chemical and energy engineering, military industry,
medicine [1–6].

One of the factors hindering the widespread use of titanium alloys in other industries
is the high cost of titanium alloys, due to their alloying system, high cost of raw materi-
als used and technology of their production. Reducing the cost of products involves the
development of alloys using cheap raw materials, alloys with high technological char-
acteristics, as well as technological processes that provide higher energy and materials
efficiency.

The main directions of development of new compositions of low alloys of wide
application are: reduction of the content in the alloy of expensive and deficient alloying
elements (Mo, Ta, Zr, Nb, W); doping with cheap eutectoid-forming elements (Fe, Cr)
and the use of interstitial elements (O, N).

Themost promising in terms of reducing the price of rawmaterials is the use of scrap
titanium alloys of different composition with a preliminary calculation of the required
degree of their “doping” and the direct use of titanium sponge [7, 8].

In terms of ensuring higher efficiency of consumer energy use and application of
energy-saving technologies, the use of electron-beam melting (EBM) technology with
intermediate capacity is considered promising. EBM technology can serve as an effective
smart technology for the production and connection of titanium alloys.

Changing the alloying system of low-alloy titanium alloys leads to changes in the
kinetics of phase transformations, and as a consequence to changes in their structural-
phase composition.

A common method of classification of titanium alloys is the classification of alloys
by phase composition. The coefficient of β-stabilization of titanium alloys is often used
for this purpose. For α-alloys Kβ = 0, for pseudo-α-alloys Kβ < 0.25, for two-phase (α
+ β)-alloys Kβ = 0.3…0.9, for alloys of transition class Kβ = 1.0…1.4 [9]. Pseudo-
β-alloys have Kβ = 1.4…2.4, and the polymorphic transformation proceeds according
to the scheme β → (β + α). In the stable state, they have (β + α) structure with a
predominance of β-phase.

The development of low-alloy titanium alloys went mainly in two directions. The
first group of low-alloy titanium alloys consisted of alloys with a reduced amount of
vanadium (up to 2…3 wt% V), which increases both strength properties and plasticity
characteristics due to dispersion strengthening [10], increasing the ability of α-phase to
plastic deformation (Ti-3A1-2,5V, etc.) [11]. Alloys of the second group were created
as cheaper analogues of the alloy Ti-6A1-4V (Ti 6-4), not inferior to it in mechanical
and technological properties, the so-called RMI Low cost (Ti-5.5Al-1Fe, etc.) [12].

In order to reduce the cost of high-strength high-alloy titanium alloys, TIMETAL
(USA) has developed an alloy of Ti-1.5Al-6.8Mo-4.5Fe (Low Cost Beta – LCB) which
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is characterized by a strength of at least 1000 MPa in the annealed state, and a strength
of at least 1400 MPa after standard heat treatment. TIMETAL LCB alloy is used for the
manufacture of high-strength products, including springs for some car models [13, 14].

However, the main disadvantages of low-alloy titanium alloys are the insufficient
level and instability of properties due to the heterogeneity of the structural-phase com-
position, chemical micro homogeneity and the release of intermetallic phases along the
grain boundaries.

Therefore, the aim of the study was to investigate the influence of the alloying
system of low-alloy titanium alloys on the features of phase and structure formation and
mechanical properties in ingots obtained by the method of electron beam melting with
intermediate capacity.

2 Material and Methods

Ingots of two low-alloy titanium alloys Ti-2.8Al-5.1Mo-4.9Fe (pseudo-β-alloy, alloy #1)
and Ti-1.5Fe-0.4O (pseudo-α-alloy, alloy #2) were smelted by the method of electron-
beam melting (EBM) with intermediate capacity [15, 16]. They found application in
research practice and industry for alloys with low content of gases, impurities and non-
metallic inclusions. The use of EBMallowed to improve the quality of ingots of low-alloy
titanium alloys and reduce the cost of semi-finished products through the use of up to
100% of scrap and waste of titanium production during smelting. After machining, the
ingots were subjected to hot deformation treatment on a reversible rolling mill Skoda
355/500 [15]. The chemical composition of the experimental alloys is given in Table 1.

Table 1. Chemical composition of experimental low-alloy titanium alloys (% wt.).

Alloy Chemical composition, % wt

Al Fe Mo Nb Ni Si O Ti

#1 2.778 4.87 5.125 – – – 0.15 rem

#2 0.006 1.53 0.004 0.003 0.023 0.032 0.40 rem

Low-alloy titanium alloy Ti-1.5Fe-0.4O contains 1.53% Fe and 0.4% O (Table 1).
The solubility of iron in α-titanium is quite small and is only 0.2%, so a significant
content of oxygen can cause iron oxides, and a significant content of iron – intermetallic
TiFe in the metal structure. The coefficient of β-stabilization of the alloy Ti-1.5 Fe-
0.4O is equal to Kβ = 0.34, which corresponds to low-alloy (α + β)-alloys. However,
the significant content of oxygen, which is a stabilizer of the α-phase, allows it to be
attributed to pseudo-α-alloys. The structure of the alloy is dominated by α-phase, but
pseudo-α-alloys contain a small amount of β-phase at the level of 5…15%.

Low-alloy titanium alloy Ti-2.8Al-5.1Mo-4.9Fe contains 2.7% Al, 4.87% Fe and
a significant proportion of molybdenum 5.125% Mo. The amount of oxygen does not
exceed 0.15% O. The coefficient of β-stabilization of the alloy Ti-2.8Al-5.1Mo-4.9Fe is
Kβ = 1.55 (Table 2),which allows us to refer it to the class of pseudo-β-alloys of titanium.
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The coefficient of β-stabilization of this alloy is slightly less than that of the traditional
low alloy TIMET LCB Kβ = 1.64 and is equal to the coefficient of β-stabilization of the
alloy VT19.

Table 2. Parameters of chemical composition of low-alloy titanium alloys.

Name Alloy system Kβ [Mo] eq % [Al] eq % Type of
structure

Alloy #1 Ti-2.8Al-5.1Mo-4.9Fe 1.55 17.1 4.2 Pseudo-β

Alloy #2 Ti-1.5Fe-0.4O 0.34 3.75 5.0 Pseudo-α

TIMETAL
LCB

Ti-1,5Al-6,8Mo-4,5Fe 1.64 18.1 3.0 Pseudo-β

BT 19 Ti-5,5Mo-5,5Cr-3,5Fe-3Al-Zr 1.56 17.2 4.1 Pseudo-β

WT 23 Ti-5Al-4,5V-2Mo-1Cr- 0.6Fe – 8.1 6.0 α + β

Chemical digestion of the samples had two stages: first in 4% nitric acid solution
(HNO3) and subsequent electrolytic etching in chromic anhydride reagent.

Studies of the microstructure were performed on a light microscope “NEOPHOT
32” at a magnification of ×100…1000, which was equipped with an OLYMPUS digital
camera with image recording and archiving system. The surface of the fracture was
examined on a scanning electron microscope JSM-840 from JEOL Japan and a surface
analysis system JAMP 9500F from JEOL Japan. Microhardness was measured on a
hardness tester M-400 from “LECO” USA at a load of 10 g.

Research of dislocation structure, microdiffraction patterns and phase composi-
tion was carried out by the method of transmission electron microscopy (TEM) on a
transmission electron microscope JEM-200CX from “JEOL” Japan (U = 200 kV, I =
50 mA).

3 Results and Discussion

Microstructure of the titanium alloy #1 (Ti-2.8Al-5.1Mo-4.9Fe) is presented in Fig. 1.
Analysis of the structure of the sourcemetal of the studied alloy #1 showed that it consists
of equilibrium polyhedral β-grains both in the near-surface layers and in depth. The size
of β-grains is 150…500μmwith a uniform distribution of dispersed particles of α-phase
on the body of the grain. The size of α-particles is 1…2 μm. Along the boundaries of
some grains there is a fringe with α-phase with a thickness of 5…10 μm in which a
decrease in the amount of molybdenum and iron is observed (Fig. 2).

Studies of the structure allow us to conclude that in the microstructure of the original
titanium alloy #1 dispersed particles of α-phase of different shapes and sizes are distin-
guished. The dimensions of the phases vary from 15 μm to 1 μm. In addition, dispersed
particles of intermetallics of various shapes with a size of much less than 1 μm were
detected in α-phase plates, which makes it necessary to conduct transmission electron
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microscopic studies. It should be noted that in the alloy #1 (Ti-2.8Al-5.1Mo-4.9Fe)
there is a significantly higher content of dispersed particles of intermetallics in compar-
ison with the metal of the alloy #2 (Ti-1.5Fe-0.4O). The hardness of the base metal is
~3500…3760 MPa, the amount of β-phase ~71% [17].

Fig. 1. Microstructure of the source metal of the investigated alloy #1 (Ti-2.8Al-5.1Mo-4.9Fe):
(a) – light microscopy (×200); (b) – electron microscopy (×1000).

(a)               (b)

Fe

Mo

Al

Fig. 2. Edge of α-titanium phase along grain boundaries in titanium alloy #1 (Ti-2.8Al-5.1Mo-
4.9Fe): (a) – microstructure (×3000); (b) – distribution of elements along the line.

The microstructure of the source metal of low-alloy titanium alloy #2 (Ti-1.5Fe–
0.4O) is presented in Fig. 3. The structure of the pseudo-α-alloy #2 is dominated by
α-phase with a small amount of β-phase (5…15%). The structure consists of large
polyhedral grains of the primary α-phase, within which there is a batch structure.

Studies have shown that the structure inside the grain consists of a lamellar α-phase
collected in the colony, in the intervals between the plates of which is the β-phase. The
α-phase plates have a thickness of 3…7 μm, the β-phase layers between the plates are
about 1 μm. In addition to these phase components, and against the background of α

plates and between them are likely to be dispersed particles less than 1 μm.
In order to determine the composition of dispersed particles of intermetallics, energy

dispersion analysis was performed on the JAMP 9500F system and found that increased
iron content was detected in the β-phase of titanium and in dispersed intermetallic
particles observed in α-phase. The hardness of the base metal is ~2600…2850 MPa.
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Fig. 3. Microstructure of the source metal of the studied alloy #2 (Ti-1.5Fe-O): (a) – light
microscopy (×500); (b) – the corresponding binary image to determine the proportion of phases.

Translucent method TEM electron microscopy studied the fine structure and phase
separations in the studied titanium alloys. In the titanium alloy #1 (Ti-2.8Al-5.1Mo-
4.9Fe) dispersed phase emissions of different shape and size were detected (Fig. 4a).
Namely: Mo9Ti4 particles with a size (0.02…0.12)× (0.04…0.17) μm; dispersed glob-
ular particles of Fe2Ti with a size of 0.01…0.04 μm; intermetallics Ti3Al in the form of
dark bands in α-phase plates of size (0.01…0.04) × (0.03…0.11) μm. Mo9Ti4 layers
are also observed between the α-phase plates of size (0.04…0.13) × (0.13…0.5) μm.
The volume fraction of phase emissions is 5…11 vol% Ti3Al, 27…38 vol% Fe2Ti, 5…
24 vol% Mo9Ti4, 10…18 vol% layers of Mo9Ti4. This is the composition of particles
in titanium alloys was established in the works [18, 19].

(a)            (b)

Fig. 4. Structure of the studied titanium alloys and phase distribution in them: (a) – alloy #1
(Ti-2.8Al-5.1Mo-4.9Fe; (b) – alloy #2 (Ti-1.5Fe-0.4O) × 52000.

Studies of the fine structure of titanium alloy#2 (Ti-1.5Fe-O) revealed (Fig. 4b)
that the structure has phase separations of different shapes and sizes. In α′-phase plates
dispersed globular particles of Fe2Ti with a size of 0.01…0.04μm; bar oxides Ti3O5 size
(0.01…0.03) × (0.05…0.08) μm and a small number of complex compounds FeTiO5
(0.07…0.09)× (0.14…0, 21)μm. In the β-phase stripes were detected globular particles
of FeTiO5 of size (0.07…0.09) × (0.14…0.21) μm. The volume fraction of phase
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emissions is 4…23 vol% Ti3O5, 8…10 vol% FeTiO5, 6…12 vol% Ti4Fe2O and 12…35
vol% Fe2Ti.

Thus, in the alloy #1 (Ti-2.8Al-5.1Mo-4.9Fe) hardening occurs due to the formation
of dispersed particles of titanium intermetallics Mo9Ti4 and Fe2Ti, while in the alloy
#2 (Ti-1.5Fe-O) due to the increased level of oxygen (0.4% O) dispersed particles are
mainly complex oxides of titanium Ti3O5, Ti4Fe2O and FeTiO5 with a small number of
particles of intermetallic Fe2Ti.

Mechanical tests obtained in [20] of the studied low-alloy titanium alloys #1 (Ti-
2.8Al-5.1Mo-4.9Fe) and # 2 (Ti-1.5Fe-O) are given in Table 3. Analysis of the results
of mechanical tests showed that the low-alloy titanium alloy #1 (Ti-2.8Al-5.1Mo-4.9Fe)
has higher strength values: temporary tensile strength – 1015 MPa, yield strength –
939MPa compared to the strength of the alloy #2 – 731MPa and 713MPa, respectively.
But the alloy #2 has excellent ductility: elongation 13.7% and impact strength 39 J/cm2.

Table 3. Mechanical properties of the studied low-alloy titanium alloys.

Alloy name Tensile strength
σt , MPa

Yield strength σy,
MPa

Relative
elongation δ, %

Impact strength,
KCV, J/cm2

#1 1015 939 1.9 3.6

#2 731 712 13.7 39

It is proposed that in order to further increase the plasticity of the pseudo-β titanium
alloy #1 it is necessary to carry out appropriate heat treatment. In order to determine
the optimal modes of heat treatment, physical modeling was performed on the exam-
ple of titanium alloy VT23 (Table 2) and computer modeling of phase transformations
on the studied titanium alloy #1 (Ti-2.8Al-5.1Mo-4.9Fe) and thermokinetic diagrams
(CCT) of phase transformations were constructed. The choice of titanium alloy VT23
for physical modeling was due to the fact that this is the only titanium alloy with a
publicly available experimental CCT to compare the results of the experiment with. The
research was carried out with the involvement of a Gleeble 3800 automated dynamic
system for modeling (simulation) of the thermo deformation state of metals. The method
of differential dilatometric analysis was used to determine the critical temperatures of
phase transformations. When using this technique, the critical temperatures are deter-
mined not as is traditionally accepted, tangential to the dilatogram, but by the results
of the first derivative of the dilatometer temperature data. This method allows to more
accurately identify minor changes in the size of the titanium alloy sample that occur
during dilatometric testing.

As a result of dilatometric tests and analysis of the obtained data, the criti-
cal temperatures of structural-phase transformation for titanium alloy VT23 were
established.

It is shown that for samples cooled at cooling rates of 0.5 and 6 °C/s during the
conversion there is a peak increase in the values of the first derivative of dilatometric
data,while for samples 20 and34 °C/s there is a peakdecrease. This indicates the different
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nature of the formation of structural-phase components during the transformation for
the titanium alloy VT23.

Comparison of the experimental CCTdiagramwith theCCTobtained in [21] showed
quite close values of the temperatures of formation of the structural-phase components
of the α- and β-phases (Fig. 5).
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Fig. 5. Comparison of the experimental CCT diagram for titanium alloy VT23 ( ) with the
diagram obtained in [21] (-------).

Some differences in these results can be explained by different conditions of thermal
exposure during dilatometric tests. It should also be noted that the slight dilatometric
effect obtained on samples of titanium alloy VT23 was significantly lower than that
obtained in titanium alloy VT6. A slight dilatometric effect indicates that only a small
part of the metal was involved in the structural-phase transformation.

Compared to the VT6 alloy, the maximum heating temperature was only 1200 °C
against 1350 °C when constructing the CCT of the titanium alloy VT23 and there was
no exposure at the maximum temperature. That is, to obtain a “contrasting” dilatometric
effect in the construction of titanium alloys CCT, it is necessary to ensure sufficient expo-
sure of the metal at high temperatures to convert a larger volume of titanium alloy metal
in the β-phase. Thus, the results obtained in the physical modeling of phase transforma-
tions in titanium alloys on the Gleeble 3800 device will allow to build with sufficient
accuracy the CCT of low-alloy titanium alloys and determine the transformation temper-
atures and the proportion of phases formed. In addition to physicalmodeling (simulation)
of phase transformations, mathematical (computer) modeling of phase transformations
in low-alloy titanium alloys was performed.

One of the main approaches for calculating equilibrium state diagrams is the CAL-
PHADmethod (CALculation of PHAseDiagrams) [22], which is based on a comparative
analysis of calculated data with experimental information about the phase equilibria in
the system and the thermodynamic properties of the phases and its components. The
thermodynamic properties of each phase are described by a mathematical model, the
parameters of which are calculated. After that, it is possible to recalculate the phase
diagram and thermodynamic properties of the components of the phase system.

Gibbs energy is used as the main parameter of the model because most of the data are
obtained at certain values of temperature and pressure. In addition, any thermodynamic
quantity can be obtained from Gibbs energy. The values of the parameters included in
the formula for calculating the Gibbs energy Gϕ, enthalpy Hϕ and entropy Sϕ of any
phase within the CALPHAD approach are given in the SGTE database (Scientific Group
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Thermodata Europe) [23] for all elements in different phase states. After the parameters
of the Gϕ, Hϕ, Sϕ individual phases are determined, the properties of the final alloy
are calculated using well-proven models of the mixture, which allow to calculate the
contribution of each phase to the total Gibbs energy of the whole system (Fig. 6).

Fig. 6. Influence of temperature on the calculated Gibbs energy (a) and entropy (b) of titanium
alloy Ti-2.8Al-5.1Mo-4.9Fe separately by phases.

CALPHAD software package allowed to calculate the thermophysical properties of
titanium alloy Ti-2.8Al-5.1Mo-4.9Fe depending on the test temperature.

Currently, a number of mathematical models of phase transformations have been
developed, which, based on combining thermodynamics and kinetics of structural
transformations of multicomponent systems of different materials, including titanium
alloys, allow to build an equilibrium state diagram of such systems and isothermal
transformations (TTT) [24].

For example, according to Johnson–Mehl–Avrami–Kolmogorov (JMAK) theory,
for a titanium alloy the change in the volume fraction of α-phase x during the decay
of β-phase at constant temperature T under the assumption that the emitted particles of
α-phase have a spherical shape, can be described by the following Eq. (1) [25]:

x = V

Veq
= 1 − exp

(
−π

3
NrG

3
r t

4
)
, (1)

where V is the volume fraction of α-phase isolated during time t, Veq is the equilibrium
fraction of α-phase in the metal at temperature T, Nr is the rate of α-phase evolution,
m−3s−1; Gr is the growth rate of α-phase particles, m/s.

For practical calculations, Eq. (1) is usually used in generalized form (2) [26]:

x = 1 − exp(−ktn), (2)

where k and n are constants and are usually determined empirically and depend on the
temperature, particle shape of the α-phase and other parameters of transformation.

The isothermal transformation diagram (TTT) constructed in this way, using the
known rules of additivity [27], can be converted into a continuous cooling diagram.

According to the CALPHAD method for low-alloy titanium alloy Ti-2.8Al-5.1Mo-
4.9Fe, a calculated diagram of phase transformations was obtained (Fig. 7a), which
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allows estimating the temperature of the beginning of β → α transformation, the required
cooling rate to obtain a certain ratio β/α phases (Fig. 7b), the time of transformation,
the critical rate of transformation at which the martensite-like α′′-phase begins to form.
The diagram shows the temperature of the beginning of the transformation β → α

(850…875 °C), for cooling rates 0.01…10 °C/s and end temperature β → α conversion
(600…660 °C) for the same speeds.
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Fig. 7. Calculation diagrams: (a) – CCT diagram; (b) – the effect of cooling rate on the proportion
of phases in the low-alloy titanium alloy Ti-2.8Al-5.1Mo-4.9Fe.

Critical cooling rate, above which the martensite-like α′′-phase begins to form for
the studied titanium alloy Ti-2.8Al-5.1Mo-4.9Fe is 20 °C/s (Fig. 7b). The analysis of
the obtained results showed that with the increase of cooling rate the amount of α-phase
continuously decreases, the amount of β-phase first increases, and after the start of α′′-
phase formation, decreases (Fig. 7b). The maximum amount of β-phase is formed in
the range of cooling rates 50…100 °C/s, but the amount of α′′-phase begins to increase,
which limits the plastic properties of the alloy.

Thus, the use of computational methods for modeling structural-phase transforma-
tions in low-alloy titanium alloys allows to optimize their structural-phase composition
and improve mechanical properties.

4 Conclusion

It has been established that economically alloyed titanium alloys are promising mate-
rials for the construction and creation of elements of urban infrastructure, which have
high strength, ductility, good resistance to atmospheric corrosion, good welding and
processing.

The use of low-cost titanium alloys makes it possible to create a wide range of two-
phase titanium alloys, which makes it possible to largely control their structure and, as
a result, mechanical and physical-technological properties.

It was found that the low-alloy titanium alloy #1 (Ti-2.8Al-5.1Mo-4.9Fe) is a two-
phase pseudo-β alloy in which the share of titanium beta-phase is 89.02% and titanium
alpha-phase is 10.98%. Titanium alloy #2 (Ti-1.5Fe-O) is a two-phase pseudo-α alloy
of titanium in which the share of alpha phase is 90.42% and beta phase – 9.58%.
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It is established that in the alloy #1 (Ti-2.8Al-5.1Mo-4,9Fe) hardening occurs due to
the formation of dispersed particles of titanium intermetallicsMo9Ti4 andFe2Ti,while in
the alloy #2 (Ti-1.5Fe-O) – dispersion-strengthening particles of titanium oxides Ti3O5,
Ti4Fe2O and FeTiO5 (due to elevated oxygen levels of 0.4% O) with a small amount of
intermetallics Fe2Ti.

Analysis of the results of mechanical tests showed that the low-alloy titanium alloy
#1 (Ti-2.8Al-5.1Mo-4.9Fe) has higher strength values: temporary tensile strength –
1015MPa, yield strength – 939MPa compared to the strength of the alloy #2 – 731MPa
and 713MPa, respectively. But the alloy #2 has excellent plasticity: elongation of 13.7%
and impact strength KCV+20 – 39 J/cm2.
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Abstract. The development of materials using fillers of polymer matrices with
micron and submicron levels of dispersion has largely exhausted itself in achieving
a new level of performance. New breakthrough solutions can be reached using the
principles of nanotechnology, using the nano dispersed state of reinforcing compo-
nents, the synthesis of which is very promising both theoretically and practically
from the point of view of creating smart composite paints and varnishes. Such
nano dispersed particles are nanodiamonds – promising representatives of carbon
nanostructures, which have a crystal lattice characteristic of ordinary diamond:
planaxial class of cubic syngony, two face-centered Brave lattices, shifted relative
to each other by 1/4 of themain diagonal fromeach diagonal, but 10 nm.The aimof
the workwas to study the effect of nanodiamond particle additives on the physical-
mechanical and optical properties of nanocomposite paints and prediction of their
further use in various industries. It is established that the introduction of nanodi-
amonds leads to the increased wear resistance of paints and varnishes and leads
to a decrease in ultraviolet radiation under the coating. According to research,
detonation nanodiamonds are recommended for the production of water-based
nanocomposite acrylic polymers in various industries to create coatings to absorb
ultraviolet radiation and improve their physical and mechanical properties.

Keywords: Nanodiamonds · Paint coatings ·Wear resistance · Ultraviolet
radiation

1 Introduction

A promising way to solve the problems of chemistry and chemical technologies devel-
opment in Ukraine is the creation of innovative materials based on polymer nanocom-
posites with low content of environmentally harmful components and high physical and
mechanical characteristics and improved functional properties [1–3]. The development
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of materials using fillers of polymer matrices of micron and submicron level of dis-
persion to achieve a new level of performance has largely exhausted itself [4, 5]. New
breakthrough solutions can be reached using the principles of nanotechnology, namely
the transition to the nano disperse state of reinforcing components, the synthesis of
which is very promising both theoretically and practically from the point of view of
creating smart composite paints and varnishes [6–8]. Such nano disperse particles are
nanodiamonds – promising representatives of carbon nanostructures [9, 10].

Nanodiamonds or ultrafine diamonds are a group of carbon nanostructures that have a
crystal lattice characteristic of ordinary diamond: a planaxial class of cubic syngony, two
face-centered Brave lattices, shifted relative to each other by 1/4 of the main diagonal,
but the size of each to 10 nm. In dry form, nanodiamonds are light gray polydisperse
powder [11–13].

It should be noted that the structure of nanodiamonds depends on the conditions of
their synthesis, purification, and further processing. Thus, in the case of wet synthesis,
the shape is close to spherical, while in dry synthesis, diamond nanocrystals close to the
ideal structure are formed. Nanodiamonds, which are obtained during the explosion in
a closed volume of condensed explosives with a negative oxygen balance, are a special
type of diamond material. These are typical nanomaterials with an average grain size of
4 nm, which have a predominantly spherical shape, so they were used in this work.

Nanodiamonds have a three-layer structure which includes: a diamond core with a
size of 4 to 6 nm, which contains 70 to 90% of carbon atoms in the sp3-hybridization
state; a transition shell (intermediate layer) around the nucleus with a thickness of 0.4 to
1 nm, consisting ofX-ray amorphous carbon structures and containing from 10 to 30%of
sp2-hybridized carbon atoms; surface layer, in which, in addition to carbon atoms, there
are other heteroatoms (N, O, H), which form a number of functional groups. Nitrogen
gene atoms are fairly evenly distributed across all layers of nanodiamond.

The structure of the intermediate layer of the nanodiamond particle is inhomoge-
neous.The shell,which is directly on the borderwith the diamondcore, consists of contin-
uous layers of carbon in the form of onions, formed by groups of six atoms, the so-called
hexagons. The transition shell also contains graphite-like monolayers concentrated in
its peripheral parts and amorphous carbon.

A characteristic feature of nanostructures is that the carbon atoms in them have a
coordination number inherent in ordinary diamond, equal to 4. Each carbon atom is
surrounded by four other similar atoms. The extreme atoms on the surface have nothing
to be surrounded by, and this leads to the creation of various uncompensated valences.
Therefore, the properties of the surface layer of diamond differ from the properties of its
inner layers. In the surface layer, carbon atoms can bind not only to each other but also
to other heteroatoms: Nitrogen, Hydrogen and Oxygen, forming different functional
groups. Functional groups in the surface layer were identified as hydroxyl, which is
part of sorbed water and tertiary alcohols; amino groups in the composition of amides;
carboxyl groups; carbonyl groups consisting of ketones, acid anhydrides, esters, and
lactones. Bonds between Carbon and Hydrogen in the form of CH-, CH2-, and CH3-
groups, as well as C-O-C bonds, have been identified.
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A small particle has a larger surface area to volume ratio than a large particle.
Accordingly, the role of surface atoms and groups in nanodiamonds increases signifi-
cantly compared to ordinary diamonds. Thus, nanodiamond particles have the properties
of diamond – strength, and stability, but acquire a number of unique properties: they are
very small, they have a very large specific surface area and high surface energy, and due
to the presence of functional groups, they can be modified, such as to “sew” various
molecules, for examples like medicine and drugs. Today, among a large number of areas
of the practical application of nanodiamonds, three main areas prevail: 70% of nanodia-
monds are used for finishing polishing; 25% of nanodiamonds are used in electroplating;
5% – in oil compositions [14].

In the near future, extremely wide areas of application of nanodiamonds may be the
production of polymer-diamond compositions, charge-transfer catalysts, and modified
bio-resistant concrete [15].

Numerous studies have also shown the effectiveness of nanodiamonds in polymer
composites and films based on polyfluorinated elastomers, perfluorinated hydrocarbons,
polysiloxanes, polyisoprenes, butadiene-styrene rubbers, polyurethanes, and other sub-
stances. The introduction of nanodiamonds in general increases the elastic strength char-
acteristics and provides in some cases the unique tribotechnical properties of polymers
[15, 16].

Particles of detonation nanodiamonds, obtained in non-stationary, extremely harsh
conditions of an explosion, have not the usual smooth surface, but on the contrary – “ba-
chromium” of functional groups. Hence the whole set of unpredictable properties and
non-standard areas of their use. Nanodiamonds are being used in practice as selective
adsorbents and catalyst carriers, and in the future nanodiamonds are planned to be used
in the medical field, for example, for the targeted movement of drugs in the body and
tissue regeneration.

The lack of information in the scientific and technical literature on systematic studies
of the influence of nanodiamonds as modifiers in paint coatings determines the relevance
of the work.

The aim of this paper was to study the effect of nanodiamond particle additives on
the physical-mechanical and optical properties of nanocomposite paints and coatings for
further prediction of their use in various industries.

2 Materials and Methods

Primal CM-219 EF water-dispersion acrylic dispersion (Rohm and Haas) was used
to determine the effect of detonation nanocomposites on the physico-mechanical and
optical properties of paint coatings. The compositions were prepared using a bead mill
by dispersing water pastes with nanodiamonds (VPNA) and without nanodiamonds
(VPD). Orotan 731 AER dispersant, cellulose and associative polyurethane thickeners,
and Foamaster NXZ defoamer were used. As a coalescent – Texanol NX-795. Acrylic
dispersion was added to the obtained water pastes at a speed of 280 rpm [17, 18].

To study the effect of nanodiamonds onphysical andmechanical properties of coating
based on aqueous acrylic dispersions acrylic aqueous dispersions with nanodiamonds
and without nanodiamonds were coated with steel plates to measure the resistance of
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coatings to impact, tin plates to determine the elasticity of coatings and glass plates and
to determine the conditional hardness of coatings. The concentration of nanodiamonds
varied from 0.2 to 0.5% as the most interesting in terms of their application technology
and coating price.

After preparing samples physico-mechanical properties of paint coating were
determined by standard methods.

The relative hardness is determined by the pendulum instrument (according to ISO
1522) by comparing the damping time of the pendulum oscillations on the sample with
the “glass number”.

Impact resistance of the coatings was determined (according to ISO 6272) using a
device measuring the maximum height from which a load of 1 kg does not cause visible
mechanical damage to the surface of the test plate with paint coating under a free fall of
load.

Elasticity and bending strength of coatings (according to ISO 1519) were measured
around a set of cylindrical rodswith diameters from1mm to 32mm.Themethod consists
in determining the minimum diameter of a metal cylindrical rod the bending of which
of the painted metal plate does not cause mechanical destruction or peeling of the paint
film at a certain thickness.

The adhesion of paint coatingwas determinedby themethodof lattice cuts (according
to ISO 2409).

The thickness of the coatings (according to ISO 2808) was 30µm for all samples and
was determined using a thickness gauge NOVOTEST TP-1 (L) for metals and dielectric
products.

The wear resistance of the coatings was determined according to ISO 5470 by
abrasion of the coating due to the mechanical action of a jet of quartz sand.

Conditional viscosity was measured using a viscometer type VZ-246 (ISO 2431).
The absorption efficiency of UV radiation was studied by changing the intensity of

radiation of fluorescent pigments sensitive to different spectral ranges of UV radiation.
The concentration of nanodiamonds in the suspension was 7% to obtain a more accurate
value of the degree of absorption.

For this color and color coordinates of secondary radiation were determined using a
portable spectrophotometer NS810. The task of experimental quantitative determination
of pigment color is the calculation of color coordinates, chromaticity coordinates, color
tone, color purity, and brightness in the standard colorimetric system XYZ. The obtained
values allow us to graphically represent the color in Cartesian coordinates x and y on a
color graph.

In addition to a certain color by color coordinates X, Y, Z, color coordinates x, y
and z in combination with the color coordinate Y, it is possible to determine the color
by color tone ň, pure color P, and brightness Y. The color tone is characterized by
the dominant wavelength ň, ie the co-wavelength corresponding to the maximum on
the reflection spectrum of the sample. It can be determined on a color chart by given or
calculated chromaticity coordinates x, in this sample. The purity of color P is determined
by the ratio of photometric brightness of monochromatic radiation and total brightness
of radiation. On the color graph, the value of color purity P is determined by the ratio of
the distance from the white point to the point with the coordinates of the chromaticity
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of the sample (x, y) and the length of the segment drawn to the line of spectral colors.
Brightness (L) characterizes the amount of light reflected by the sample.

As a result, the research methodology made it possible to study the most important
technological parameters of both the suspension and the finished coating in the most
important range of filler concentrations.

3 Results and Discussion

The results of the influence of detonation of nanocomposites on the physical andmechan-
ical properties of water-dispersion paint coatings for the optimal composition (0.3%
nanodiamonds) which are given in Table 1 show a significant increase in the conditional
hardness of the coating (almost 60%) and wear resistance (almost 140%).

Wherein the viscosity of the aqueous acrylic dispersion was slightly lower than the
viscosity of the aqueous acrylic dispersion with nanodiamonds and was 44 s and 48 s,
respectively (at 20 ± 0.5 °C).

Table 1. Physico-mechanical properties of pure acrylic dispersion (VP) coatings and coatings
based on compositions of aqueous acrylic dispersion with nanodiamonds (VPND).

Property VP VPND

Conditional hardness of
coatings, un

0.38 0.61

Impact resistance of
coatings, cm

50 50

Resistance of coatings to
bending, mm

2 2

Adhesion of coatings,
points

0 0

Wear resistance kg/kg 3.80 × 10–7 1.58 × 10–7

A more detailed study of the temperature dependence of the conditional hardness
of samples based on an aqueous acrylic dispersion and an aqueous acrylic dispersion
with the addition of nanodiamonds in the range from 0.2% to 0.5% (Fig. 1) revealed an
extreme nature of the dependence on the concentration of nanodiamonds.

For all samples there is a single type of dependence of hardness on temperature,
which is characterized by a minimum at temperatures of 50–90 °C. More clearly the
differences in the change in hardness from temperature are found in the logarithmic
coordinates for hardness, which are shown in Fig. 2.

The results showed that the introduction of nanodiamonds in the amount of 0.5%
leads to a decrease in conditional hardness at medium temperatures (30–70 °C), the
introduction of nanodiamonds of 0.3% increases the hardness for the entire temperature
range and in the temperature range of 60–80 °C any amount of nanodiamonds increases
the hardness of the coating.
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Fig. 1. Temperature dependences of the conditional hardness of coatings depending on the content
of nanoparticles.

Fig. 2. Logarithmic dependence of the hardness of coatings on the content of nanodiamonds.

This dependence of hardness on from the concentration of nanodiamonds and tem-
perature becomes even more obvious when displayed in relative units (relative to the
sample without nanodiamonds) (Fig. 3).

The additive has the greatest effect in the amount of 0.3%, and when it is made, it is
possible to increase the hardness not only at temperatures of 70–80 °C, but also when
the temperature drops below 20 °C. The dependence of the maximum deviations for the
three temperature ranges on the amount of additive shows that for concentrations less
than 0.4% increase the hardness reaches 230% relative to the pure material, and even
at average temperatures the decrease in strength does not exceed 10%. Nano disperse
diamond has the greatest effect on hardness at a temperature of 70–80 °C.



Detonation Nanodiamonds as Part of Smart Composite Paintwork Materials 399

Fig. 3. Temperature dependence of hardness in relative units (in relation to the sample without
nanodiamonds).

The experimental results obtained made it possible to create a fairly simple mathe-
matical model that makes it possible to predict the hardness of coating using these two
parameters:

H =
(
0.962

T + 273.15

273.15

)−20.75

+
(

(0.0573− 0.117|C − 0.3|)T + 273.15

273.15

)14.9

,

(1)

where H is the hardness, units; T is the temperature, ºC; C is the concentration of
nanodiamond in suspension, % mass.

Asmentioned above, the analysis of the literature indicates the feasibility of studying
the absorption of electromagnetic radiation in the ultraviolet region of the spectrum by
nanodiamonds. To do this, fluorescent pigments were placed under the film of an acrylic
dispersion with nanodiamonds with a D65 light source located above it.

Three samples of luminescent pigments of yellow, green, and red color were taken,
for which color coordinates, chromaticity for XYZ, CIELAB colorimetric system and
dominant wavelength, saturation and color brightness were determined. The measure-
ment data for pigment samples without a film and pigments with a film with nanodia-
monds are given in Table 2. The brightness of fluorescent pigments of red, yellow, and
green colors exposed to UV radiation compared to the brightness of pigments under
an acrylic-coated filter with nanodiamond nanoparticles for a D65 light source in the
CIELAB colorimetric system increased from 22.85 to 27.91, from 57.14 to 60, 48 and
from 44.04. The calculated differences in color �E in the CIELAB system for pigment
samples and samples with nanodiamond filters indicate a significant effect of nanodia-
monds included in the coating composition on pigment colors due to a decrease in the
effect of ultraviolet radiation on the fluorescence of pigment samples.
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Table 2. Color parameters of the studied pigments under UV radiation.

Type of sample XYZ CIELAB ň, P, Y

Red with ND X = 4.1058
Y = 4.9670
Z = 5.9987

L = 22.85
A = –2.4
B = 5.14

ň = 525
P = 5%
Y = 4.6771

Red X = 5.1421
Y = 5.7497
Z = 6.7823

L = 27.91
A = –0.17
B = –2.14
�E = 9.15

ň = 525
P = 10%
Y = 5.7497

Yellow with ND X = 26.2291
Y = 25.0617
Z = 38.1268

L = 57.14
A = 7.77
B = –11.87

ň = 565
P = 22.22%
Y = 25.0617

Yellow X = 29.1335
Y = 28.5971
Z = 40.1755

L = 60.42
A = 5.1
B = –8.63
�E = 5.5

ň = 565
P = 40%
Y = 28.5971

Green with ND X = 11.6266
Y = 13.8998
Z = 23.3076

L = 44.04
A = –12.72
B = –13.49

ň = 568
P = 5%
Y = 13.8998

Green X = 16.5657
Y = 18.3176
Z = 26.0161

L = 49.88
A = –6.83
B = –7.88
�E = 10.01

ň = 568
P = 30%
Y = 18.3176

4 Conclusion

As a result of studying the effect of detonation nanodiamonds on the physical-mechanical
and optical properties of water-dispersion paints, it was found that the introduction
of nanodiamonds leads to significant increase in the conditional hardness of the coat-
ing (almost 60%) and wear resistance (almost 140%) and almost does not change the
viscosity of the suspension.

It was determined that the optimal amount of nanodiamonds is 0.3%, providing a 2.4-
fold increase in the hardness of the coating, and themost effective effect of nanodiamond
additives on the hardness of coatings for temperatures of 60–80 °C.

Based on the results of the experiments, a simple mathematical model was proposed
for the dependence of the coating hardness on the concentration of nanodiamonds in
suspension and temperature.

As a result of the research, the possibility of creating an effective UV radiation filter
based on paint coatings with the inclusion of nanodiamonds has been proved.

Therefore, the results of the study make it possible to recommend the use of deto-
nation nanodiamonds in various industries both to improve the performance properties
of paint coatings and to create new optical materials in the field of UV radiation.
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Abstract. Currently, biosoluble materials are widely used for the manufacture of
implants, among which the most promising are magnesium alloys. To investigate
and test various carbonaceous materials for refining and modifying magnesium
melt. The technology of modification of cast magnesium alloys of Mg-Zr-Nd
system by dispersed graphite powder is proposed. It is shown that the optimal
carbon additive in the amount of 0.05…0.1% improves the mechanical properties
due to grain grinding and additional strengthening of structural components. A
complex filter containing equal amounts of magnesite, graphite and calcite is
proposed, which provides an increased level of refining of the melt to obtain
high quality casting. It is shown that the use of a complex carbon-containing filter
provides not only efficient refining of the melt, but also its additional modification.
In the structure of the alloy there is an increased amount of intermetallic γ-phase,
which increases the microhardness of the structural components of the alloy and
improves its physical and mechanical characteristics. The structure and properties
of the cast magnesium alloy of the Mg-Zr-Nd system during modification with
dispersed graphite powder and its filtration through carbon-containing materials
have been studied. The developed complex technology for processing the liquid
melt of magnesium alloys of the Mg-Zr-Nd system allows to increase the yield of
suitable casting and improve its quality.

Keywords: Magnesium alloy · Carbonaceous materials · Filtration

1 Introduction

Currently, biosoluble materials are widely used for the manufacture of implants, among
which the most promising are magnesium alloys. Their main advantage is the positive
effect ofmagnesiumon the humanbody [1].Magnesium is a natural element of the body–
it is contained in bone and muscle tissue, is involved in various metabolic processes [2].
In addition, magnesium and its biocorrosion products have excellent biocompatibility.

The technology of obtaining magnesium alloys includes smelting of the alloy in
induction, gas furnaces, treatment of liquid melt with flux, casting molds and heat treat-
ment. Improving the quality [3] of implants made of magnesium alloys and improv-
ing their mechanical properties [4] can be achieved by improving the methods of
modification [5] and refining [6] of the melt.
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The main requirements for modifiers of magnesium alloys for medical purposes are
the ability to form insoluble centers of crystallization, stablemodification effect, lowcost,
non-deficiency and non-toxicity. The most suitable for these conditions is carbon [7],
the main advantage of which is its ability to contaminate the metal with oxide inclusions
and reaction products in contact with the melt [8]. Given that carbon is insoluble in
magnesium [9] and its particles or carbides can be additional centers of crystallization,
the use of carbonaceous materials, in particular graphite, to modify magnesium alloys
is a promising direction to improve their quality.

Various fluxes are widely used to protect and refine the liquid magnesium alloy,
however, in this case there is a risk of contamination of the metal with flux and its
refining products [10], which leads to flux corrosion and reduces the quality of implants.
To improve their quality, the melt is filtered before it is poured into the mold [11] using
materials capable of adsorbing flux, non-metallic inclusions [12] and providing high
quality metal and improved mechanical properties [13].

The following requirements are set for filtration materials [14]: the possibility of
easy crushing and sieving, sufficient mechanical strength, inertness of the filter to the
chemical composition of the alloy, stable refining effect, low cost and no shortage.

Such requirements are met by calcite, magnesite and graphite, which are widely used
in metallurgy. When these materials interact with the magnesium alloy, simultaneously
with the refining of the melt, the process of its modification with carbon, which is part of
the filter materials, is possible. It is obvious that different carbon-containing materials
will have different refining and modifying ability due to their chemical composition
and physicochemical properties [15]. Therefore, the correct choice of filter material,
which provides increased refining capacity, maximum grinding of metal grains and, as
a consequence, increased complex properties of the metal, is an urgent task.

2 Materials and Methods

Magnesium alloy system Mg-Zr-Nd (% wt.: 0.1…0.7 Zn; 0.4…1.0 Zr; 2.2…2.8 Nd;
Mg residue) melted in an induction furnace crucible type IPM-500. The refining of the
alloy was carried out in a dispensing furnace with batch melt selection and increasing
additives of dispersed graphite powder (% wt.: 99.1 C; 0.9 ash) fraction of 0,071 mm
were introduced, mixed thoroughly and poured into standard samples for mechanical
tests. The samples were heat treated in Bellevue and PAP-4M furnaces according to T6
mode: heating to 540 ± 5 °C, holding for 15 h, cooling in air and aging at 200 ± 5 °C,
holding for 8 h, cooling to air.

The efficiency of purification of the melt by filtration materials was compared by the
method of determining the characteristics of the surface interaction in different systems.
To do this, used the method of “lying drop”. Samples of Mg-Zr-Nd system alloy (Ø7.5
× 7.5 mm) were placed in a graphite heater, which was placed in a quartz glass furnace
in the middle of the inductor on substrates of magnesite, calcite and graphite. Surface
tension (Qs.t.), work of cohesion (Ac), adhesion (Aa) and edgewetting angle (Kr), as well
as the efficiency of removal of inclusions from the melt during its filtration (Wfl.) were
determined. After melting the metal drop and subsequent crystallization (Fig. 1), the
hardened metal samples were cut in half and sections were made. The microstructure of
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themetal on the surface of themetal-substrate contact was studied by optical microscopy
after etching in 7% alcoholic nitric acid solution. The microhardness of the metal was
determined on a microhardness tester from Buehler at an indenter load of 10 g.

Fig. 1. Drop from a magnesium-based alloy after crystallization on a graphite substrate.

The filtration efficiency through different materials was investigated on amagnesium
alloy, after refining with VI-2 flux (% wt.: 38…46 MgCl; 32…43 KC1; 8…10 CaC12;
5…9 BaC12; 3…5 CaF2). Pre-heated to a temperature of 500 °C filter materials with a
granularity of 10… 50 mm alternately poured on the grid of a removable gutter bowl
100 mm high, mounted above the mold riser, and poured cast samples with a working
diameter of 12 mm to determine mechanical properties and metallographic control.

Temporary resistance to rupture (QB) and relative elongation (δ) samples with a
working diameter of 12 mm were determined on a bursting machine P5 at room tem-
perature. The microstructure of the castings was studied by light microscopy (“Neophot
32”) on heat-treated samples after etching with a reagent consisting of 1% nitric acid,
20% acetic acid, 19% distilled water, 60% ethylene glycol.

The chemical composition of castings from magnesium alloys was monitored
using optical emission spectrometers “SPECTROMAXx” and “SPECTROMAXxF”,
photoelectric spectrometers MFS-8 and TFS-36.

3 Results and Discussion

The effect of growing additives of fine graphite powder was investigated (0.05%, 0.1%,
0.3%, wt.) on the structure and mechanical properties of the magnesium alloy. The
microstructure of the alloy system Mg-Zr-Nd, cast by standard technology, was a δ-
solid solution with the presence of eutectoid (δ+ γ phase) spherical shape and individual
γ-phase intermetallics (Fig. 2a).

The introduction and increase in the concentration of the graphite modifier in the
alloy helped to reduce the size and amount of eutectoid secretions (Fig. 2b-d). The value
of the micrograin decreased by 1.5 times, and the size of the structural components by 2
times (Table 1). It was found that the microhardness of eutectoid alloys of the cast alloy
was significantly higher than the matrix δ-solid solution. In the heat-treated alloy there
was an increase in the microhardness of the matrix and a decrease in the hardness of
the eutectoid, which indicates an increase in the homogeneity of the heat-treated alloy.
The addition of carbon from 0.05% to 0.3% helped to increase the microhardness of the
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Fig. 2. The microstructure of the magnesium alloy after heat treatment (× 350): (a) – the source
metal; (b) – additive 0.05% C; (c) – additive 0.1% C; (d) – additive 0.3% C.

Table 1. Dimensions of structural components and their microhardness in magnesium alloy
samples.

Additive modifier (C), % wt Dimensions of structural
components, microns

Microhardness, HV, MPa

Eutectoid Micrograin Matrix Eutectoid

Without modif. 60…330 160…280 771.9…899.2 1011.7…1119.5

0.05 60…240 100…210 984.5…1045.0 1292.8…1387.4

0.1 60…200 80…200 1014.5…1054.3 1296.4…1621.7

0.3 50…180 60…180 1065.3…1268.9 1357.5…1787.7

structural components (Table 1) and, as a consequence, increase the strength of the alloy
(Table 2).

Modification of the magnesium alloy with fine graphite powder (0.05…0.1%) led to
an increase in its plasticity due to the formation of additional centers of crystallization
and grinding of metal grains. A further increase in the amount of modifier introduced
led to some decrease in the physical and mechanical properties of the material (Table 2).

Based on the above, it can be noted that the modification of the magnesium alloy
with carbon up to 0.1% contributed to the increase of its mechanical properties due to
the additional strengthening of the structural components of the alloy and grain grind-
ing. Heat treatment increased the homogeneity of the alloy due to the redistribution of
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Table 2. Mechanical properties of samples of magnesium alloy with the addition of graphite
powder.

Modifier additive (C), % wt Mechanical properties

Without heat treatment After heat treatment

QB, MPa δ, % QB, MPa δ, %

Without modifier 153 1.9 223 2.9

0.05 163 2.5 231 4.9

0.1 178 3.1 240 4.8

0.3 173 3.0 236 3.5

elements between the axes and axial spaces of the dendrites, which led to the alignment
of properties along the cross section of the metal. Addition to the melt of more than
0,1% of carbon led to contamination of the metal with films, increasing the porosity of
the material and, consequently, reducing its mechanical properties.

The efficiency of melt cleaning with calcite, magnesite and graphite was compared
by determining the characteristics of surface interaction in the systems: «alloy – filter»,
“flux – filter”, “alloy – inclusion”, “flux – inclusion”.

Analysis of research results (Table 3) showed that the surface tension (Qs.t.) at the
“alloy – gas” boundary in the systems “alloy – carbonate substrate” and “alloy – oxide”
was at the level of 71…80 MJ/m2.

Table 3. Characteristics of surface interaction between alloy, flux and substrate material (average
values).

Material substrates Qs.t., MJ/m2 P, ° Aa, MJ/m2 Ac, MJ/m2 Kr , MJ/m2

alloy / flux alloy / flux alloy / flux alloy / flux alloy / flux

CaCO3 80/79 128/49 32/131 158/155 -126/-25

MgCO3 71/78 141/53 17/127 141/156 -125/-31

graphite 73/76 155/50 9/124 143/152 -138/-26

SiO2 72/103 131/132 24/35 139/204 -116/-170

Al2O3 75/100 138/144 21/20 149/200 -129/-183

MgO 71/102 149/138 12/29 141/203 -130/-174

The flux spread on carbonate materials and practically did not wet the oxide, which
caused different values of surface tension (Qs.t.) on substrates of oxides and carbonates.
Adhesion (Aa) at the interface “flux – substrate of CaCO3, MgCO3 and graphite” was
131MJ/m2, 127MJ/m2 and 124MJ/m2, respectively, which is 2…3 times more than the
adhesion at the boundary “flux – a substrate of oxides”. In the systems “alloy – carbonate
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substrate” and “alloy – oxide” lower wetting angle and correspondingly high adhesion
work were obtained for the material with CaCO3.

The refining property of the flux (Wfl.) is characterized by the work of adhesion to the
metal. Interfacial tension (adhesion) at the boundary “alloy – flux” is:Qs.t. = 79MJ/m2;
θ = 49. The adhesion of inclusions to the metal among the flux was for SiO2, Al2Oz
and MgO in accordance 140 MJ/m2, 143 MJ/m2 and 132 MJ/m2. Given that the refining
property of the flux (Wfl.) Increases with decreasing adhesion, we can conclude that the
flux adsorbs these inclusions, but more effectively – magnesium oxides (Fig. 3a).

The refining efficiency is characterized by the total binding energy “sorbent – inclu-
sion” (Wef.) In the system: solid filter (sorbent) – metal melt – inclusion (flux). The
completeness of the removal of inclusions in the melt was reduced by filtration from
calcite to magnesite and graphite – 279 MJ/m2, 259 MJ/m2 and 250 MJ/m2 respectively
(Fig. 3b).

Fig. 3. Refining capacity of the flux to the inclusions (a) and the efficiency of refining the melt
with filter materials (b).

The depth of the interaction between the alloy and the filter material was assessed by
metallographic analysis. It was found that the magnesium melt penetrated into the filter
material with CaCO3 to a depth of 180 μm, which significantly exceeded the action of
graphite (10 mm) and magnesite (12 mm)(Fig. 4).

An increased (compared to the rest of the droplet volume) number of intermetallics
was observed in the surface zone of contact of the investigated drops with the substrate
material. It was found that more intermetallics were in the surface zone of the drop in
contact with the magnesite substrate. The size of intermetallics reached 25 microns,
which is 3…4 times more than in drops in contact with calcite and graphite. The size of
micrograin in the material of all investigated drops was at the same level (Table 4).

The microhardness of the δ-solid solution in the surface zones of the drops of all
variants was slightly higher than in the center (Table 5). Increased microhardness of
the matrix, eutectic and intermetallics was observed in the droplet metal obtained on a
magnesite substrate, which is most likely due to the diffusion processes of the substrate
elements into the metal melt.
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Fig. 4. Microstructure of the limit of interaction of metal with the filter (× 500): (a) – of calcite;
(b) – from graphite; (c) – from magnesite.

Table 4. Structural components of melt droplets in contact with various substrates.

Material substrates Depth of interaction, μm Micrograin size, μm Size γ- phases, μm

Calcite up to 180 80…155 2.0…5.0

Graphite up to 12 80…185 3.0…7.0

Magnesite up to 10 75…150 3.0…20.0

Table 5. Microhardness of melt droplets in contact with various substrates.

Material
substrates

Microhardness, HV, MPa

Matrix (δ + γ)- phase γ-phase

Edge Center

Calcite 860.0…978.5 735.4…934.5 1190.4…1372.9 2827.8

Graphite 796.0…899.1 764.8…795.0 1228.8…1894.6 2830.8

Magnesite 897.1…1174.8 827…1032.3 1229.8…2295.9 2825.8…5145.0

Quantitative analysis of the structural components in the studied samples of the
studied alloy showed that the interaction of the metal with the substrate materials formed
both single intermetallics and their clusters. Their index and average size increased from
magnesite to graphite and calcite (Table 6). After the contact of the metal with the
substrate materials, the topography and morphology of the inclusions changed.

Filtration of the alloy through magnesite, calcite and graphite contributed to the
noticeable sub-grinding of the micrograin metal, especially when using a complex filter
containing equal parts of magnesite, graphite and calcite.
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Table 6. Quantitative assessment of inclusions in magnesium alloy test samples.

Material
substrates

Single inclusions Accumulation of inclusions

Index, I Medium sized, microns Index, I Medium sized, microns

Magnesite 0.00708 3.899 0.00143 9.988

Graphite 0.00910 4.495 0.00125 8.912

Calcite 0.01180 5.673 0.00274 17.15

Mechanical tests have shown that melt filtration increased the strength (QB) and
plastic (δ) characteristics of themetal.Higher values ofmechanical properties anddensity
were obtained on samples made using a complex filter (33% magnesite+ 33% graphite
+ 33% calcite) (Table 7).

Thus, the best properties of the magnesium alloy are achieved by filtration through
a complex filter containing calcite, magnesite and graphite. The use of a complex filter
[13] in the production of castings frommagnesium alloys allows to improve their quality,
physical and mechanical properties and increase the yield of suitable castings.

Table 7. Physico-mechanical properties of heat-treated samples of magnesium alloy after
different filtration options (average values).

Version filtration Physical and mechanical properties

Qv, MPa δ, % Physical density, g/cm3

Without filtering 249.0 3.4 1.6951

Magnesite 256.0 4.7 1.6984

Graphite 255.0 4.9 1.6855

Calcite 282.0 5.7 1.6978

Complex 291.0 6.6 1.7298

4 Conclusion

Additives to the magnesium alloy of dispersed graphite powder up to 0.1% improve
the mechanical properties of the metal due to the additional strengthening of both solid
solution and eutectoid. This changes the parameters of the eutectic transformation and
reduces the eutectoid δ + γ. Heat treatment increases the homogeneity of the metal
between the axes and axial spaces of the dendrites.

It is established that in the process of filtration of magnesium melt through carbon-
containingmaterials (magnesite, calcite and graphite) its effective refiningwas provided.
The use of a filter containing equal amounts of magnesite, graphite and calcite when
pouring magnesium alloy provided a reduction in the size of the structural components
of the metal by 1.5 times, increased its strength by 20% and ductility almost twice.
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It is established that when the filter materials interact with the magnesium melt,
it is effectively modified. In the structure of the alloy there is an increased amount of
intermetallic γ-phase, which increases the microhardness of the structural components
of the alloy and improves its physical and mechanical characteristics.

The use of carbon-containing materials for the modification and refining of
magnesium-based alloys is quite effective for improving the quality of medical casting
and improving its physical and mechanical properties.
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Abstract. The chemical resistive sensitivity of nanocrystalline SiC films to
molecular hydrogen mixed with air has been studied. Three series of films with
different structures were prepared by direct ion deposition. The effect of hydro-
gen on the resistance of the films was studied in the range of easily flammable
hydrogen concentrations Hc (0.5–10%) in a mixture with air. At the operating
temperature of the films of 230 ºC, it was found that the maximum sensitivity
to hydrogen (S ~ 95%, at Hc = 4%) is exhibited by films with a predominantly
rhombohedral polytype, an average nanocrystal size of 10–25 nm, and a content
of nanocrystals in the volume of 83%.

Keywords: SiC nanocrystals · Thin films · Hydrogen resistive sensitivity ·
Sensor · Structure · Nanocrystal size

1 Introduction

At present, the topic of hydrogen attracts special attention of scientists and specialists
in the development of renewable energy technologies [1–3]. Hydrogen is an environ-
mentally friendly energy carrier with excellent thermophysical properties: high calorific
value (142 kJ/g), low minimum ignition threshold (0.017 mJ), wide flammability range
(4–75%), as well as a high burning rate. The product of hydrogen combustion is pure
water, which again can be a source of hydrogen [4]. On the other hand, this gas is a
source of serious danger to people. Hydrogen gas is tasteless, colorless, and odorless,
so humans cannot detect it. The low ignition energy and wide flammability range make
it highly flammable and explosive. Therefore, it is necessary to quickly and accurately
detect hydrogen leaks during the production, storage and use of hydrogen, as well as to
control the hydrogen concentration in energy and industrial production [5–8].

There are many types of commercially available hydrogen sensors developed on
various physical and chemical principles, including electrochemical, semiconductor,
thermoelectric, pellustor, optical and acoustic, et al. [9–11] The most widely used for
mass autonomous monitoring of hydrogen impurities in air are semiconductor sensors
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that have high sensitivity, fast response, long-term stability and potential for integration
into hydrogen detection systems [12–14].

However, this type of hydrogen sensor still suffers from high operating temperatures
resulting in high power consumption and potential safety hazards [15]. In addition, cross-
selectivity towards other combustible or reducing gases is another important issue that
must be addressed in order to improve measurement accuracy [16].

Modern performance criteria for a hydrogen sensor are as follows: detection in the
concentration range of 0.01–10% for safety and 1–100% for fuel cells, selectivity to other
reducing gases such as NO, CO, H2S, etc., high sensitivity, high accuracy, short response
and recovery, suitable operating temperature (preferably at room temperature), stability
to environmental factors (such as temperature and humidity), repeatability, long-term
stability and low cost [17–19].

One of the promising materials, the properties of which meet modern requirements
for sensitive elements of semiconductor hydrogen sensors, which have chemical inert-
ness, resistance to radiation exposure, and temporal stability of properties, are functional
materials based on SiC [20], in particular, films of semiconductor nanocrystalline SiC
(nc-SiC) obtained by direct deposition of carbon and silicon ions [21]. Previously, it
was found that nc-SiC films containing one predominant cubic polytype exhibit a ther-
mally activated conductivity mechanism, while films containing the main rhombohedral
polytype demonstrate a two-channel conductivity mechanism, one of which is based on
electron tunneling through a barrier between nanocrystals of different polytypes [22].
The radiation resistance of such films was shown earlier in [23].

In this paper, we investigated the gas sensitivity to hydrogen of thin films of nanocrys-
talline silicon carbide (nc-SiC), which have a higher reliability and resistance to external
influences compared to metal oxides. In this work, studies of the gas sensitivity of nc-
SiC films to oxidizing and reducing gases, the results of which were published earlier
[24–26], are continued.

2 Experimental Research

The preparation of gas-sensitive nc-SiC layers on single-crystal Al2O3 substrates was
performed by an original method of direct ion deposition [21, 27]. Three series of nc-
SiC films of close thickness (~100 nm) were deposited, differing in structure and phase
composition according to the conditions of their preparation. Synthesis of series 3C – C,
3C + 21R – D, and 21R + 3C – F nc-SiC films was performed at different process
temperatures, which ensured the variation of structural parameters [27]. The 3C – C
series contained a predominantly cubic polytype with an average crystallite size of 5–
10 nm, the 3C+ 21R –D series had a predominantly cubic 3C polytype with the addition
of the 21R rhombohedral polytype and an average nanocrystal size of 8–15 nm, and a
batch of films 21R+ 3C – F contained predominantly rhomboeric polytype 21R with an
admixture of cubic 3C, and the average size of nanocrystals was 10–25 nm. The volume
content of crystallites in the films of the given series also varied: from 73% in the first
series, 77% in the second, and 83% in the third series. Electron microscopic images of
the films and their structural parameters, measured by us earlier, are shown in Fig. 1 and
in Table 1.
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series C series D series F 

Fig. 1. Scanning Electron Microscopic images of the surfaces of nc-SiC films of various series.

Table 1. Structural characteristics of nc-SiC films

Polytype Integral ratio Si/C
in the film of
boundary regions

Crystalline phase
content, %

Average size of
nanocrystals, nm

Elemental
composition of
boundary
regions

3C – C 1.33 ~ 73 ~ 5–10 Si, SiOx

3C + 21R – D 1.41 ~ 77 ~ 8–15 Si, SiOx

21R + 3C – F 1.75 ~ 82 ~ 10–25 Si, SiOx

The excess of silicon in the films, shown in the table, was contained both in the
boundary region and in the nanocrystals. This was evidenced by the electronic conduc-
tivity of the films, which indicates self-doping of SiC nanocrystals with silicon [27]. For
resistive measurements, rectangular areas of Au/Ni 7× 7mm2 were plotted at a distance
of 2 mm between the boundaries. Before measuring the gas sensitivity, the films were
annealed in air at a temperature of 500 ºC. The effect of hydrogen in a mixture with
atmospheric air was determined by comparing the electrical conductivity of the films
under the action of a gas mixture with different concentrations of hydrogen and pure
air at different temperatures of the film sample. A number of pure air mixtures were
prepared with volume concentrations of hydrogen near its ignition threshold of 4% in
the range of 0.5%, 1%, 2%, 4%, 6%, 10%. During measurements, gas mixtures were
passed through the volume of the measuring chamber at a rate of ~ 1 L/min. The gas
sensitivity coefficient was estimated using the formula S(%)= (|Rg− Ra| / Ra)× 100%,
where Rg and Ra are the film resistance in the presence and absence of hydrogen in air,
respectively. The initial resistance of the film samples was about 100 M�. Previous
studies have shown that the optimal operating temperature of nc-SiC films for recording
various gases differed: for O2, CO, CH4 [24] it was near 500 ºC, for O3 it was optimal
near 280 ºC and 330 ºC [25]. At the same time, one of the important conditions for the
applicability of hydrogen sensors concerns the temperature of the sensor: it should be as
low as possible to prevent gas ignition. Previously, we found that the maximum rate of
desorption of molecular hydrogen in nc-SiC films occurs near 230 ºC [28]. Therefore,
this temperature was previously chosen as the working one.
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3 Results and Discussion

At the first stage of research, we refined the optimal temperature of the film sensitivity
to hydrogen. Figure 2 shows the dependences of the sensitivity of nc-SiC films of three
series tomolecular hydrogenwith a volume concentration of 4%at different temperatures
in the range of 50–400 ºC. It can be seen from the curves that the maximum sensitivity
of all series of films is near 230 ºC, which is in good agreement with ours. Data on
the temperature dependence of the maximum rate of molecular hydrogen desorption
from the surface (and subsurface) of nc-SiC films [29]. Therefore, we carried out further
measurements at a working temperature of the films of 230 ºC. In addition, it is clear
that the sensitivity of the films depends on their structure and differs over the entire
temperature range. A higher sensitivity for a hydrogen concentration of 4%was observed
in films of the 21R+ 3C – F series, which contains the highest concentration of the SiC
nanocrystalline phase. The concentration dependences of S for films of all series are
shown in Fig. 3. It can be seen from the dependences that the sensitivity of films with
a hydrogen concentration increases nonmonotonically. In the range of 0.5–4%, a rapid
change in resistance is observed, which then reaches a flat area, and for films of the 21R
+ 3C – F series, the sensitivity S reaches a maximum value of 0.95–0.98. On films of
the first 3C – C and the second series 3C + 21R – D, the maximum sensitivity value
reaches approximately 0.7.

Fig. 2. The hydrogen sensing properties of nc-SiC thin films different structure in dependence
working temperature at concentration of the Hc = 4%.

Figure 4 shows variation in the resistance of films of the 21R + 3C – F series to
turning on and off the action of hydrogen in real time at a film temperature of 230 ºC.

The measurements were carried out at a hydrogen concentration in air of 4% and
an optimum temperature of 230 ºC film measurement chamber, within approximately
3 – 4 s, the film resistance decreases by two orders of magnitude, and after the gas
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Fig. 3. The concentration dependences of S for nc-SiC films of series F, C and D at the film
temperature of 230 ºC.

Fig. 4. Changes in the resistance of films of the 21R + 3C – F series to turning on and off the
action of hydrogen in real time at a film temperature of 230 ºC.

inlet is turned off, it is restored in approximately 10–12 s. The drop in the resistance of
the nc-SiC film upon interaction with hydrogen is explained by the reducing effect of
hydrogen on the film surface oxidized by atmospheric oxygen. The surface of the nc-
SiC film, according to microanalysis and Raman spectroscopy, mainly contains silicon
oxides SiOx. The mechanism of change in the charge state of the surface of a film with
oxidized silicon can be seen in Fig. 5, proposed in [30] to explain the effect of hydrogen
on the surface of metal oxide semiconductors. The generally accepted mechanism is
based on a variation in the area of surface electron depletion due to the reaction between
hydrogen and chemisorbed oxygen at the surface.
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Fig. 5. The hydrogen sensing mechanism of resistance based nc-SiC sensors.

As shown in Fig. 5, in an air atmosphere, oxygen molecules can be adsorbed on
the surface of a semiconductor and extract electrons from the conduction band to form
oxygen ions. This can lead to the formation of an electron depletion region near the
surface, which can significantly increase the resistance due to a decrease in the net
carrier density. When the sensor is exposed to a hydrogen atmosphere, the hydrogen
molecules react with the adsorbed oxygen species. The redox reaction is exothermic
and leads to rapid desorption of H2O molecules formed from the surface. The released
electronswill reduce the thickness of the depletion region and reduce the resistance of the
semiconductors. When the sensor is again exposed to the ambient air, the depleted area
will be restored by adsorbed oxygen species. The resistancewill return to its original level
before the hydrogen reaction. Due to the fact that the films are thin and have a developed
surface, the response time to the action of hydrogen is extremely short, about 3 s, which
is significantly less than the response time of existing semiconductor hydrogen sensors
[1]. Accordingly, the recovery time of the sensor sample, relative to existing hydrogen
sensors [1], is also extremely short, about 10 s.

4 Conclusion

The chemical resistive sensitivity of nanocrystalline SiC films to molecular hydrogen
mixed with air was studied. Three series of films with different structures were prepared
by direct ion deposition. The 3C – C series contained a predominantly cubic polytype
with an average crystallite size of 5–10 nm, the 3C + 21R – D series had a predomi-
nantly cubic 3C polytype with the addition of the 21R rhombohedral polytype and an
average nanocrystal size of 8–15 nm, and a batch of films 21R + 3C – F contained
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predominantly rhomboeric polytype 21R with an admixture of cubic 3C, and the aver-
age size of nanocrystals was 10–25 nm. The effect of hydrogen on the resistance of the
films was studied in the range of easily flammable hydrogen concentrations Hc (1–8)%
in a mixture with air. The optimal temperature of the maximum sensitivity of films to
hydrogen was determined in the region of 230 ºC. At an operating temperature of films
of 230 ºC, it was found that the maximum sensitivity to hydrogen (S95%, at Hc = 4%)
is exhibited by films with a predominantly rhombohedral polytype, the average size of
nanocrystals 10–25 nm, the content of nanocrystals in the volume of 83%.
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Abstract. Within the science of mechanical engineering, different coatings in
cutting technology and thermoforming improve the different mechanical proper-
ties of tools. Several coating technologies are available to improve tool hardness,
abrasion resistance, thermal stability, toughness, chemical stability, but coatings
can increase tool life, i.e., the time spent in cutting or the number of products
that can be produced with a plastic forming tool. One of the common coating
technologies used today is chemical vapor deposition (CVD technology). The
authors writing the article are at the beginning of a three-year research process.
The research aims to develop new CVD coating compositions and a new app-
roach to CVD coating equipment. Research on new coating formulations aims to
achieve higher service life and better mechanical properties. In the development
of the coating equipment, a high level of universality and increasing productivity
are the basic goals. During the construction and manufacturing planning process
of the plant, the effective coating temperature ranges achievable with the new
formulations, the optimal coating time, and the best possible use of space for the
components that can be placed in the reactor will have to be examined. To start
the research of the new compositions, a detailed literature review process was
carried out, where the application possibilities and limitations of CVD coatings
and the scientific results achieved in recent years were examined. For the future
research described in the article, the authors describe the possible directions of
development, the already established research background, and the requirements
related to the newCVD equipment, which can be compared to the fourth industrial
revolution. The detailed literature research process in this article, the definition
of development directions, and the research framework together provide the basis
for the implementation of an effective research process over three years.
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1 Introduction

Chemical vapour deposition (CVD) may be define as the deposition of solid in heated
surfaces froma chemical reaction on vapour phase. It belong to classes ofsvapourss trans-
fers processes which atomistic in natures, depositions species are atoms or molecules
or a combinations [1]. So, CVDs is a techniques that relies on the formation of gaseous
species containing the coating element within coating retort/chamber. Otherwise, the
gaseous species may be generated external to the coating retort and introduce by deliv-
ery system. These gaseous species then allows to come into contact with surface that
require coating. The retorts held high temperatures may be up to 2000 °C. Using the
CVDmethod a wide variety of coating may be formed, ranging from softs, ductile coat-
ing to those with herd, like ceramics properties. Coatings with hardness’s in the range
150–3000 HV (0.1 kg). Coating-formed by the CVD method currently, beings used to
combats the severe attritions of component used industrials situation where corrosions,
oxidations or wears is experienced [2].

Thin flake films are layers of finely made material from less than one nanometer
(many atoms layer) to some hundreds of micro-meters (the references; the man’s hair,
its around 75 µm thickness) [3]. The significance of the subtle layers in the associ-
ation of the moment is enormous and subtle layers can be present everywhere. Most
of the metal objects around us have their own processing by cutting tool and plas-
tic forming tool which coated with very herd and wear resistant thin layers. Spare
parts for the humans body, as the hip joints, often coated with thin layers to create
it further bio-compatible. Technologically important thin films can be mono-crystalline,
poly-crystalline, or unformed epitaxial, and material characterizations can frequently be
fine-tuned to perfection to suit different applications [4].

The substrates with the thin films, it’s frequently preferred to starts from atomic or
molecule in the vapour phases and place object to coating in vapour, lettings atom and/ or
molecule from the vapour build up the thinfilmon the surfaces of the object. These vapour
base thin-film conflation techniques are classified as either physical vapour deposits
(PVD) or chemical vapours deposits (CVD), depending whether the films deposits pro-
cess is driven by physical impact or by chemical reactions respectively. CVDs, target
element deliver in form of volatiles molecules, denoted as precursors, and the film is
building ups by the series of chemical reactions between precursors, precursor fraction
and the substrate. In the general cases, such as these reactions can takes places both in
the gas-phase and on the substrate surfaces. However, a configurations of CVD styled
atomic layers deposition (ALD) uses only surfaces chemical reaction to building up
thin film with great perfection. The precursor molecule are frequently adulterated in a
carriers gas make up the main parts of the gas-volumes in the processes, related to the
detergent in liquid phase chemical reaction. The carrier gases in CVD most frequently
hydrogen, nitrogen or argon, or mixes of these. Correspondingly CVD and ALD process
used the plasmas to activation the chemist by open up newer reaction paths electron
impact collision and via creation of radicals and ions, the process referee to as Plasma
Enhance CVD (PECVD) or alternately Plasmas Assist CVD (PACVD). Likewise the
gas phase chemistry can be actuated by photons from the laser, appertained to as Laser
Enhance CVD (LECVD). CVD may even be regard as a chemical operation that span
numerous classical discipline chemical physic of gas and plasma, surfaces knowledge,
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solid states chemistry of inorganic material and organometallic or organic chemistry for
precursor conflation [5, 6].

2 Literatures Review and a Brief Historical Perspective

A CVD isn’t a very new processes, its original practical usage was develop in the 1880s
in the product of incandescence lights to enhance the strengths of filament by coats them
with the carbon or metals [1]. CVD develop slow in the coming fifty times and was
held down substantially to extract and pyro-metallurgy for the product of very high pure
refractory metals such-as tantalum, titanium, and zirconium. Several traditional CVD
reaction develop at that moment includes the carbon cycle (the Mond operation), the
iodides decomposition (Des Boer Van Arkel operation) and magnesium reduce reaction
(Krolls operation) [7, 8].

As previously as 1909, CVD of silicon was related in from SiCl4 in hydrogen. This
procedure stills utilized to productions purified silicon for assiduity, although kindly
refine to allows to higher controls in the procedure. It’s the original illustration of the
CVD used to deposit a layer of a semiconductor substance and, goings back in time,
this is clear that diligence in microelectronics and CVD procedures go hand in hand.
The use of organic precursor metals and alloys such as trimethylgallium (Ga(CH3)3,
also understood under the name TMG) has therefore been a crucial parameter in the
development of form nitride technology. From another point of view, in developing
the coating of tools to supply the wear resistant coating in the field of metal and alloy
cutting, Wilhelm Rupert of Metalgesellschaft [10] was probably the first experimenter
to do so. Coating on tool steel substrate commercially used in the 1950 and it’s called
the “father” of tools coating. The first TiC coating applied to tungsten carbide substrates
a film thickness of 4 µm in 1968. 5B, composite multilayers of TiN and TiCN on
TiC composite double layers of aluminum oxide on TiC, TiC on WC and oxycarbone
titanium. Consequently: in the period 1968–1985 CVD coating of carbide substrates
were quickly accepted and developed rapidly [11]. Nowadays, technology is evolving
faster. Below, survey of some literatures review of CVD coatings.

In 2017, Gao et al., Pyrolytic Boron Nitride (PBN), it’s high performance material
made by hot wall CVD using spent graphite substrates and a deposit temperature range
of 1300 °C to 1600 °C totals pressures of 200 Pa. Result showed that the deposit face
of product had pebble suchlike structure and fracture face had apparent laminar struc-
ture having preferred exposure (002) parallel to face of substrate at temperature above
1400 °C. Unformed quantum of boron nitride also increased with the increase in the
deposit temperature of the proses [12]. In 2018, Ciprian et al., using rotating chemical
vapor deposit (RCVD), nanoparticles from molybdenum oxide (MoO3) with a size of
1.5 to 60 nmwere produced. Zinc acetate (Zn (OAc)2 • 2H2O) was used as the substrate.
It was concluded that a direct influence of the deposit time on the essence oxide lading
was observed in a time window between 0.9 and 2.7 ks, the essence oxide lading can
increase from 1 to 3 by weight [13]. In 2020, Kainz et al. delved a gas admixture of
TiCl4, H2, N2 and Ar for the conflation of TiN. BCl3 was added to the deposits of the
B-containing coatings and N2 was neglected to gain pure TiB2. Tungsten carbide cutting
insert with 92 by weight of WC, 6 by weight of Co and 2 by weight of mixed carbide
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were used as the substrate from 4.0 to 7.1 µm and the growth rate was between 0.76 and
1.64µm/h. High-energy X-ray diffraction trials in an inert terrain showed that TiN, TiB2
and ternary TiBxNy layers with varied B contents are thermally stable up to 1000 °C. TiN
and TiBxNy layers drop with the duration of the heating, while TiB2 shows an enhance-
ment in compressive stresses as well as the deposit temperature. Nano-crystalline TiB2
shows a farther increase in this grain during the annealing period compared to coarse-
granulated columnar Drum indicate that the measure of thermal growth decreases with
adding Bs content. Same trend detected for thermal conductivity, which correlate with
grain size of coating [14]. In 2020, Sharma et al. the studies focused on the design and
fabrication of a triangular spirals microstructure on cutting tool coated with CVD insert
using femtosecond laser machine femtosecond laser machine on tungsten carbide insert
with CVD in TiCN (titanium carbon nitride) and alpha aluminum oxide up to 20 µm.
Triangular spiral texture cover 1.12 mm from area with grooved edge in vertical position
to the path of the groove width of 10 µm, the wall thickness of 20 µm and the intensity
of 10 µm grooves. Triangular spiral structure act as reservoirs for lubricant and provide
additional location for the heat dissipation rate. The laser groove of coating moved away
fromcutting insert of cutting tools [15]. In 2021, Song et al. prepared and evaluated group
of Si3N4 diamond thick filmwelded cutting tool usingmicrowave plasma chemical vapor
deposition technique. Layers deposited on the Si3N4 substrate using microwave CVD
plasma (MPCVD) using optimized deposition parameters: microwaves power 3.5 kW,
reagent pressure 20 kPa and concentration in methane 10% confirms that it is desired to
improve the smoothness of the surfaces of the layers and to suppress formation of void in
intermediate layer of the substrate by using techniques of sandblasting and pretreatment
with nanodiamond. The overall performance of the DB cutting tools was tested in an
AlSi hypereutectic dry-turning alloy using PCD and fine diamond. WCCo Coats (c.DC
devices) in comparison Cuttings effects indicate that, the DB tool outpaced PCD and
DC tools in period of service life also outperformed DC tool in position of machining
worth [16].

3 Advantage and Limitation of CVD-Processes

CVD processes have numerous vital benefits making it the favored technique at lots of
cases. These can brief as following [1, 17]:

1. It can be implemented to a huge kind of base substances which includes ceramic,
metals and metallic alloy.

2. It can resist publicity to low and excessive temperature and high difference of
temperature.

3. Remain bonded in excessive pressure environment and while surfaces activate
because of excessive the adhesion characteristics.

4. Precursor fueloline may be optimized for put on resistance, excessive lubricity,
corrosion resistance, fouling resistance, excessive purity, or chemical inertness.

5. Process is flexible for designing, and new technology can be developed.
6. CVD can production grade and/multi layers coating and provides coating for a range

of metals alloys and compounds not available by the others mean.
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Other benefits of CVD encompass increase of excessive purity and the capacity to
manufacture abrupt junctions. Despite all the above benefits, there are a few obstacles
as a first-rate one being that it’s miles maximum flexible at the temperature of 600 °C
and overhead many materials of substrates aren’t thermally solid at those temperature.
But, the improvement of plasma CVD and metalloorganics CVD in part offsets this
problem. Additional obstacles are conditions of getting chemical precursor (the material
of start) via excessive vapour pressures which it can be frequently risky and at instances
extraordinarily toxics. The by-product of the CVD-reaction likewise are toxics and cor-
rosives also it needs to counteracted, which it can steeply-priced operations. Also, many
precursors for CVD, especially the metal-organics, are relatively expensive [17, 18].

4 Process Principle and Deposition Mechanism

Typically the CVDs technique includes the subsequent stages [19, 20]:

1. Generation the activation gaseous reactant species.
2. Transference of the gaseous species to the reaction chamber.
3. Vaporous-reactants go through gases segment reaction forming intermediate species:

– At high temperatures overhead decomposition temperature of intermediate
species within side reactor, homogeneous-gases reaction can arise wherein the
intermediate species go through next decomposition or chemical reactions, creat-
ing powders and unstable via-product within side the gases segment. The powder
may accrue at the substrate-surfaces and can acts as crystallization centers, and
via-product transference far from the deposition chamber.

– At temperature under the separation of the intermediate segment, diffusion con-
vection of intermediary types throughout border film (very thin film nearby sub-
strate surfaces) arise. These intermediate species ultimately go through stages
(4)-(7).

4. Absorptions of gaseous reactant on heat-substrate and heterogeneous reactions hap-
pens on the gases stable interface (heat substrates) which production the deposits
and derivative species.

5. The deposit will be diffusing alongside the heat substrate surfaces forms the
crystallization center and increase of the layers.

6. Gaseous via product eliminated from boundaries layer thru diffusion or convection.
7. The unreacts gaseous precursor and via product may transference far from the depo-

sitions chamber. Figure 1 indicates diagram instance of the important thing CVD
stages for the duration of deposition.

The famous-precursors using within side the CVD technique are metals/alloys
hydride, halide, and halo hydride, and metal-organic compound. Generally, metal-
lic halide and halo hydride are greater stabling than the correspond hydride. The
metalorganic-precursor provide the benefit of decrease reactions and deposition tem-
perature than halide and hydride and are much less toxics and pyrophoric. However,
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Fig. 1. A chart instance of important thing CVD steps for duration of deposition [19].

maximummetalorganic unstable liquid and requires unique managing of the deposition-
pressure. The choice standards of appropriate chemical-precursors for coatings program
of the precursors: (a) It stay-stable at room temperatures. (b) It has low vaporization
temperatures and high saturation of vapor pressures. (c) It could generate vapor high
stability at low temperatures (for example; earlier than decompose or reacts at the high-
temperatures). (d) It has appropriate deposition-rate. Low deposition rate to very thin
layers application (for example; semiconductor industry) and high deposition rate for
thick coating application. (e) undertakes decomposition or chemical reactions at temper-
atures under the melt temperatures and phases transformation of the substrates relying at
the engineering applications. For example, the depositions of high temperatures shield-
ing coating (the oxide) and difficult coating can using halide which generally tends to
reacting at high temperatures and provide higher depositions rate. The deposition of
the thins-film (Si, Ga-As and SiO2) can utilize hydride in addition to halide for low-
temperatures deposition and lower increase rate for semiconductors application. (f) It
has low toxicities, explosive and very-inflammable for protection of managing chemical
compounds and eliminating the underacted precursors. This is mainly suitable for huge
scales commercial application. For example, metal-organic precursor that commonly
few toxicy, pyrophorics and dangerouse than hydride. (g) Its costs effective for the thin
layers/coatings deposition. (h) It’s with no trouble to be had at high-purity electronics
grade commercially [21, 22].

5 Establishment of the Test Framework

CVD coating process and processing parameters affect the nucleation and growth which
in turn influence the microstructure and the properties of the coatings. The kinetics
of the nucleation and crystal growth are influenced by the deposition temperature and
the concentration of the reactive species. The deposition processes can be divided into
two main groups. The homogeneous nucleation occur at high temperature and reactant
concentration. This results in the formation of stable solid reaction product in the form
of fine powder. The ultra fine powder that nucleated in gas phase will deposit on the
surface and may inhibit the nucleation and crystal growth, which will lead poor coating
adhesion. Heterogeneous reactions, result in the adsorption of monomers, which diffuse
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to the preferred sites to form stable nuclei. Growth will occur by the addition of adsorbed
monomers to form crystallites. Heterogeneous reactions can lead to various structures
depending on surface quality, and processing parameters. If the substrate surface is not
perfectly pure, polycrystalline growth can be observed. This type of nucleation occurs
at different substrate surface sites leading to the growth of islands which coalesce to
form a polycrystalline layer. The inappropriate configuration of the deposition process
can lead to amorphous layer formation. This structure tends to form at low substrate
temperatures where the mobility of the absorbed species is relatively low.

In order to identify the quality of the coatings and support the production by
the test results, complex material testing methods are required. These investigations
should reveal the microstructure, morphology and micro-hardness of the coating and
life expectancy for different stresses. A critical phase in the characterization of coatings,
produced by different methods is the proper sample preparation. Cross-sectional grind-
ing is essential for microstructure analysis, where a perfectly polished surface required.
This polished surface is already suitable for scanning electronmicroscopic (SEM) analy-
sis. Using backscattered electron imaging, we can determine the thickness of the layers,
the heterogeneous nature of the reaction, and the relationship between substrate and
deposited coating. With high-resolution secondary electron imaging, we can observe
the morphology of the coating formed on the surface, including the crystals that make
up the layer. If an energy-dispersive X-ray analyzer (EDS) is also available attached to
the SEM, then the elemental composition of the substrate and the layers on the polished
surface can be determined. If we measure the elemental composition in each pixel and
plot it in the image, we can also create an elemental map, as shown in Fig. 2.

Fig. 2. Element map collected on a polished surface, where blue indicates the WC substrate, TiC
and Al2O3 layers marked with red and green, respectively.

The purpose of measuring hardness on the polished surface is to determine the
degree of hardening and the hardness gradient between the substrate and the coating.
If the hardness of the coating is relatively high compared to the substrate, it will lead
to surface deformation during stress. Therefore, it is advisable to use materials in the
same hardness range for coating. The value of hardness depends to a large extent on the
geometry of the measuring head used, to a lesser extent on its material. The Vickers-
method is the most common in materials science studies. The measuring head used in
Vickers hardnessmeasurement is a tetragonal diamond pyramid that leaves characteristic
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square imprints in the material. From the diameter of the imprint, the hardness of the
coating can be determined, and from the length of the cracks around the impression, the
so-called stress intensity factor (KIC) can be also determined see Fig. 3.

Fig. 3. Impression after hardness measurement, and the evolved cracks at the corners of the
pyramid on the surface of a TiN coating.

In order to determine the life expectancy of coatings tribological model tests are
required. The purpose of these tests is to design a structure that is optimal for longevity
and operation, and to determine the data needed to define maintenance periods, and to
control the quality of materials. The most commonly used tribological model testing
equipment is the well-known pin-on-disc tribometer. During the model test, the applied
load force, temperature, material quality and diameter of the pin and the disc, and the
type of friction (dry friction or any lubricant or abrasive suspension applied) should
be defined. After the pin-on-disc model test we can determine the fluctuation of the
value of the coefficient of friction, the mass of the material worn from the specimen,
the magnitude of the stress between the contact surfaces, and analyze the wear cross
section to describe the nature of the wear mechanism that occurs during the test. It is
technologically important that the disc should be the coated piece in the model test. If the
pin is harder than the counterpart, it wears a ditch in the surface of the disc, which affects
the wear and friction conditions. By measuring the surface roughness of the wear mark
formed on the surface of the disc, we can obtain tribologically important information
as follows. When studying the different friction and wear mechanisms, great attention
should be paid to the correct interpretation of the surface roughness parameters. The
technical content of the average surface roughnessRa is not essential for the interpretation
of a given profile and provides only general information from a practical point of view.
The most commonly used parameter to characterize different surfaces, along with the
roughness height Rz. Regarding the average roughness, it should be mentioned that
it can remain almost constant at different measurement locations, it does not provide
information on the magnitude of the protruding roughness peaks forming the surface.
The maximum peak height (Rp) of the profile gives the average value of the measured
profile peaks, but its information content can be questioned, as a local profile deviation
can affect themeasurement result. If theRp value is smaller, it indicates a surface divided
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by strong and only narrow valleys, while at higherRp values it is characterized by amuch
higher intensity abrasion profile with wide valleys and pointed peaks. The quality of the
roughness profile is indicated by the Rp / Rz ratio. If the value of the quotient is greater
than 0.5, the sliding zone forming the surface profile is needle-like, however, if a rounded
roughness profile of less than 0.5 is more favorable from the point of view of friction.
From a tribological point of view, the “critical” value of Rp / Rz is defined as 0.3, below
which the surface is considered tribologically advantageous, even above these values it
is considered tribologically unfavorable.

6 Research Directions in the Developing CVD Coatings Topic

The basic aim of the research, which started at the end of 2020, is to improve the
properties of cutting tools and stamping dies by developing new CVD coating recipes
and a new approach of coating technologies. The research process for the next 4 years
will therefore focus on improving the mechanical properties of these two tools.

6.1 Improvable Mechanical Properties

In the case of tools used in pre-production and component production processes, increas-
ing abrasion resistance can be considered a basic aim. The abrasion resistance extent of
tools is in parallel with their lifespan. It is important to note that in the case of cutting
tools, the expression ‘tool life’ is used instead of ‘lifetime’. Tool life is the time range
passed with effective cutting between two sharpening of the tool. Nowadays, in the time
of the monopoly of CNC technology, this definition has changed and it stands for the
time range passed with effective cutting between two edge changes of the tool. In the
case of tools developed for CNC machine tools, it is a shocking fact that by applying
the technological parameters issued in the tool manufacturer’s catalogue, only a tool life
of 10–15 min can be reached. In this amount of time, such an extent of crater wear and
flank wear is developed, that the tool loses its cutting ability. With the help of new CVD
coating recipes, that ensure higher abrasion resistance, the tool life of cutting tools can
be increased. If the tool life of the tool can be increased, the CNC machine tools won’t
have to be stopped as often in order to change tools. The time of tool change counts as
time out of production, therefore, the aim is to minimize this period of time. It is likely
however, that in case the result of our research is used by tool manufacturing compa-
nies interested in international trade, they will not focus on increasing the tool life, but
will offer a higher set of technological parameters to customers, keeping the 10–15-min
reference value. The reason for this is that in most cases, only a small fraction of the
total cost of production is the cost of the tool, therefore, tool manufacturers recommend
higher feed rate, spindle speed and depth of cut values.

In case of stamping dies, we actually mean lifetime. Lifetime is based on the number
of finished products that the tool can produce. Thus, while the effective cutting time was
the basis for determining the lifetime of cutting tools, the number of pieces produced is
taken into account for stamping dies. When designing stamping dies, it is an interesting
task to determine the structural material that makes up the tool. Depending on whether
wewant to carry out individual production, series production ormass productionwith the
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tool, we have to use different structural materials. However, usually the more abrasion-
resistant a material is, the more expensive it is. For this reason, the use of new types of
CVD coating recipes would have complex advantages, as the coatings would allow us to
control the life expectancy even if a cheaper structural material is used. The life cycle of
a stamping die ends when the product geometry to be formed by it is somewhere outside
the tolerance field. The primary reason for this is tool wear. It is visible therefore, that
by using new CVD recipes and technologies, we could change the lifetime of stamping
dies in a much wider spectrum than at present. By using a cheaper structural material
and a CVD recipe matched to the serial number, we can optimize our tool life cost. This
is also important because, unlike cutting tools, stamping dies are extremely expensive,
therefore, tool cost is a significant factor in this case.

6.2 Improvement Possibilities of Coating Technologies

The other goal of our research process is to develop a new concept of CVD coating
equipment. In this research phase, we need to focus on the combined improvement of
several factors in order for our equipment to have a complex advantage system compared
to the solutions currently available on international markets.

One such focus point is to expand the capacity of the equipment. A key advantage
of CVD coating processes is that the process taking place in the reactor is essentially
unaffected by multiple components placed in the correct position. For this reason, as a
development direction, one of our goals in the field is to develop a reactor geometry and a
holder console that achieves optimal space utilization. The more tools we can coat at the
same time, the lower the total coating cost will be. As a result, the cost of tool production
can be reduced. The design of the holder console that holds the components is also an
important development direction. The basic goal of this direction is to create as much
universality as possible. Our research goal is to develop a holder console product family
that can handle mounting problems due to different component sizes and geometries
as flexibly as possible. For the product family, a construction and production planning
process based on group technology must be implemented in order for us to be able to
store the typical construction and production parameters of all family members in a
complex database.

Coating thickness is also an important development direction. Currently, normally
6–10 µm thick coatings are made with CVD technology. If it is possible to reduce
the coating thickness by 1–2 µm without deteriorating the coating properties while
maintaining the stability of the coating, we can achieve significant cost savings in the
case of mass-produced cutting tools. However, in order to reduce the coating thickness,
it is necessary to improve the cohesion properties, since the forces and heat effects
generated in the immediate vicinity of the machining tear a thinner coating off the
base surface of the tool faster. This development direction therefore imposes a double
requirement on us; we must improve the cohesion properties in parallel with developing
the technology with which we can produce thinner coatings.
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7 Conclusion

The authors of the paper are in the first phase of a research process, the basic goal ofwhich
is to produce and test newCVDformulations in order to improvemechanical properties in
cutting tools and stamping dies, furthermore, to develop a new concept of CVD coating
equipment, for which equipment a holder console family will be developed through
construction and production planning operations based on group technology. The article
provides a detailed analysis of recent research findings related to CVD technology, while
it also presents the currently visible development trends, and summarizes the test system
used in the research processes. The article provides an excellent basis for the application
of international research results and for the optimization of the developed test system
in the next phases of research. Another goal is to create an industry 4.0 compliant data
collection system. The system will predict changes in the mechanical properties of the
coating based on proposals for changes in the coating compositions.
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Abstract. The paper proposes an approach to determine the absorption of laser
radiation in laser and laser-plasma welding, which can be applied as a basis to
create a smart control system for these processes. The work shows that during the
melting of light alloys, the fraction of absorbed laser radiation increases abruptly
from ~ 20% for beryllium and up to two andmore times for aluminum. The change
of the radiation with a wavelength of λ = 10.6 μm (CO2 laser) to radiation with λ

= 1,06 μm (fiber or Nd:YAG laser) within welding of light alloys, its absorption
increases in about 2,5 times. The usage of plasma melting in hybrid laser-plasma
welding makes it possible to increase the penetration depth by 40–75% compared
to laser welding, including by improving radiation absorption. To improve the
absorption of radiation during the laser-plasma welding, the distance between the
center of the anode region of the compressed arc of the non-consumable electrode
and the axis of laser radiation should not exceed 1.0mm. To establish a full-fledged
hybrid laser-plasmaprocess, this distance should not exceed 0.5mm.Experimental
verification of the calculated results for aluminum alloys 5083 (1561) and 7075
reviles calculation error is in the range of 15–20% makes it possible to apply
the developed method to predict laser and laser-plasma welding of light alloys,
including beryllium alloys.

Keywords: Laser radiation · Absorption · Welding · Hybrid · Laser-plasma ·
Light alloys

1 Introduction

One of the urgent problems of modern science and technology is the creation of smart
industries and technologies. In particular, an urgent task is the development of smart
welding technologies based on heat sources with a controlled concentration of thermal
energy introduced into the metal [1, 2]. To implement such technologies, it is necessary
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to use a smart automated system to monitor and process the information. This approach
makes it possible to provide the requiredweldingperformance, the quality of the resulting
welded joint [3], process stability joint [5], and reproducibility of the results [5]. In
recent years, the laser [6] or hybrid laser-plasma source [7, 8] has increased usage as a
controlled heat source for the welding of metallic materials [9, 10], the same approach
was used for laser-arc process [11]. In laser-plasma welding, a focused laser beam with
a compressed electric arc has the combined thermal effect on the metal being welded
within the common heating zone [12].

At the same time, the regularities of the mutual effect of the laser-plasma heat source
components and their joint effect on various metallic materials have not yet been studied
enough [13, 14]. The study of the physics of the processes within the components’ inter-
action of the laser-arc source of thermal energy and their combined effect on the welded
metal, the development of appropriate mathematical models, and computer simulation
of these processes are very urgent scientific and technical problems [15, 16]. These prob-
lems include the physical features study of hybrid laser-plasma welding of light alloys
based on aluminum and beryllium [17]. This aims to enhance the process productivity
by increasing the effective efficiency, i.e., increasing the ratio of the power of the heat
source acting in the metal during welding to the total power of the compressed electric
arc and laser radiation. One of the ways to increase the effective efficiency of welding is
to reduce laser energy losses associated with the reflection of radiation from the welded
surface [18].

In the paper the following tasks were solved:

– determination of the absorbing capacity of surfaces of aluminum and beryllium alloys
depending on their heating temperature;

– determination of the distance effect between the anode region of the non-consumable
electrode compressed arc and the axis of laser radiation on the efficiency of its
absorption by the metal being welded;

– experimental verification of the distance effect between the anode region of the non-
consumable electrode arc and the laser radiation axis on the penetration depth.

All of these made it possible to achieve the aim of the paper – to study the effect of
concomitant heating provided by a compressed direct action electric arc on the conditions
of the laser radiation absorption change by aluminum and beryllium alloys during their
laser-plasma welding, and also the effect of the distance between the center of the anode
region of the compressed arc of a non-consumable electrode and the axis of laser radiation
on the reduction of laser energy losses.

2 Research Methodology

2.1 Physical Model

Laser-plasma welding, the same as laser welding, is characterized by the formation of
a vapor-gas penetration channel in a welded metal. In the paper [19], the behavior of
this channel during welding is described in detail. In particular, it was noted that on
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its front wall there is a layer of molten metal, which suffers constant “perturbations” –
the formation of curvature in the shape of a step, which periodically moves along the
height of the channel. In this case, the removal of material from the front wall is carried
out by layers via the step movement from upside to down. The probable explanation
is an increase in the amount of molten metal layer on the front wall, formed by the
radiation energy transition released by the wall into thermal energy, in combination with
hydrodynamic processes in the weld pool.

It is known that part of the radiation energy is absorbed by the welded metal, and its
part is reflected. The fraction of absorbed radiation is greater with higher the temperature
of themetal. Themelt formed on the front wall efficiently absorbs the radiation, however,
due to the displacement in the welding process, the front part of the laser beam always
hits the low heatedmetal, which leads to a decrease in the absorption coefficient (Fig. 1a).
It is obvious to assume that local heating to certain temperatures of a rather small area
of the welded metal, located directly in front of the steam-gas channel on the welding
course, will significantly increase the absorption coefficient of laser radiation. For the
laser-plasma welding performed according to the scheme shown in Fig. 1b, such local
heating is provided by an electric arc of a non-consumable electrode. The goal is to
achieve achieving minimum temperatures sufficient for the maximum possible increase
in the radiation absorption coefficient, depending on the welding speed and geometry of
the welded item.

Fig. 1. Scheme of laser (a) and hybrid laser-plasma (b) welding: 1 – laser radiation; 2 – lens;
3 – base metal; 4 – welding pool; 5 – weld metal; 6 – protective nozzle; 7 – protective gas; 8 – gas
protection of the lens; 9 – direction of welding; 10 – welding arc; 11 – non-consumable electrode;
12 – plasma gas; 13 – plasma nozzle; L – distance between the conditional point of the anode spot
center and the laser radiation axis.

2.2 Mathematical Model

To determine the temperature dependence of the laser radiation absorption coefficient of
metallic materials A(Ts), consider the metal (aluminum) in the framework of the nearly
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free electronmodel. In this case, according to theDrude–Zener formulas [20], for the real
ε1 and imaginary ε2 parts of the complex permittivity of the metal at the laser radiation
frequency ω = 2πc/λ, where c is the speed of light, λ is the radiation wavelength, it is:

ε1 = 1 − ω2
p

ω2 + ω2
c
, (1)

ε2ω = 4πσ = ωcω
2
p

ω2 + ω2
c
, (2)

Here ωp is the frequency of free electrons’ plasma oscillations of the metal; ωc is the
frequency numerically equal to the reciprocal relaxation time of conduction electrons.
The value of the plasma frequency is determined by the formula:

ω2
p = 4πneNe

m∗
e

, (3)

where e and me* are the charge and effective mass of an electron in a metal [21].
The conduction electron concentration Ne = V /� is determined by the valency V

and the atomic volume �. The valence value for aluminum was taken as three. The
atomic volume was obtained on the basis of experimental data on the aluminum density
given in [22]. In the limiting case of a constant field, when ω = 0, the high-frequency
optical conductivity σ turns into the static conductivity of the metal:

σ(0) = Nee

m∗
eωc

. (4)

The temperature dependence of the relaxation frequencyωc for the consideredmetals
in the solid-state is taken into account using the following formula [23]:

ωc = K
′
T 5

∫ θ
T

0

z4dz

exp(z) − 1
. (5)

where θ is the Debye temperature; K′ is a constant that includes the total scattering
cross-section of an isolated atom, ion masses, ion density, Debye wavenumber, Debye
temperature, and other universal constants [23].

The values ωc and K’ at room temperature for aluminum was taken in accordance
with the data from [24], and for beryllium – [25]. For aluminum and beryllium in the
liquid state, we took the experimental values from [26]. The calculated data is in Fig. 2.

3 Results and Discussion

3.1 Calculation Results

The temperature dependences in Fig. 2 have the characteristic gap at the melting tem-
perature of the metal Tm. According to formulas (1) and (2), with usage (3)-(5), we are
able to plot the real and imaginary parts of the complex permittivity for aluminum and
beryllium at certain laser radiation frequency (λ = 1,06 μm) Fig. 3.
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Fig. 2. Dependence of the relaxation frequency ωc(T ) [s−1] on the temperature T [K] for
aluminum (a) and beryllium (b).

Fig. 3. Dependence of the real ε1 and imaginary ε2 parts of the complex permittivity of aluminum
(a) and beryllium (b) on the temperature T [K].

For further calculations, it is convenient to take the real n and imaginary k parts of
the complex refractive index of the metal at the laser frequency

√
ε = √

ε1 + iε2 = n + ik, (6)

by using the following formulas:

n =

√√√√
√

ε21 + ε22 + ε1

2
, (7)

n =

√√√√
√

ε21 + ε22 − ε1

2
. (8)

There are temperature dependences of the real and imaginary parts of the complex
refractive index for aluminum and beryllium in Fig. 4.
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Fig. 4. Dependences of the real n and imaginary k parts of the complex refractive index of
aluminum (a) and beryllium (b) on the temperature T [K].

Using the obtained values of n and k, we determine the absorption coefficient of laser
radiation normally directed on a flat metal surface (absorption capacity) by the usage of
well-known formula:

A = 4n

(1 + n)2 + k2
(9)

in some cases, a more important parameter is the reflection coefficient (reflectivity),
which can be determined by the formula

R = 1 − A = (1 − n)2 + k2

(1 + n)2 + k2
(10)

In Fig. 5a shown the calculations results of the temperature dependences for the
CO2 laser absorption coefficient for aluminum in the temperature range from room
temperature to the metal boiling point Tb and above. Similar calculations were done
to determine the absorptive capacity of the aluminum surface in the case of incident
Nd:YAG laser radiation (λ = 1,06 μm) on it. They show the identical behavior of both
dependences with a difference that the absolute values of the Nd:YAG laser radiation
absorption coefficient are higher than those for CO2 laser radiation (Fig. 5b). Similar
results were obtained for beryllium also (Fig. 6).

Calculated absorption dependences for both types of radiation are in satisfactory
agreement with the available experimental data [23, 24]. According to the dependencies
shown in Fig. 5 and Fig. 6, to achieve the maximum values of the absorption coefficient,
the welded metal surface in the operating area of laser radiation of both wavelengths
(10.6 and 1.06 μm) should be heated to the boiling temperature Tb, however, heating up
to the melting temperature Tm is enough for a sharp stepwise increase in the absorption
capacity.

The comparative analysis (Fig. 5 and Fig. 6) shows that laser welding of beryllium
has high energy efficiency at any wavelength of laser radiation.



438 V. Korzhyk et al.

Fig. 5. Absorption capacity A [%] of aluminum on the temperature T [K]: (a) – wavelength λ =
10.6 μm; (b) – λ = 1.06 μm.

Fig. 6. Absorption capacity A [%] of beryllium on the temperature T [K] for wavelength λ =
10.6 μm and λ = 1.06 μm.

To determine such mode parameters for the laser-plasma welding as the power Qa

of the plasma component and the distance L between the anode region of the non-
consumable electrode arc and the laser radiation axis (Fig. 1), it is necessary to solve the
corresponding heat equation. To simplify the problem, we consider the stationary case
of an aluminum plate is being heating with δ thickness by an arc source, in this case, the
heat flux determined as

Qa = ηI U , (11)

where η is the efficiency of a non-consumable electrode arc (usually η = 0.6 is taken
[27]); I is the welding current, A; U is the arc voltage, V.

To simplify the solution of determining the influence of the distance between the
anode region of the non-consumable electrode arc and the laser radiation axis on the
increase in the effective efficiency of welding, we used an assumption. We assumed
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that the spatial distribution of the heat flux introduced into the sample is symmetrical
to the axis perpendicular to its surface (i.e., symmetrical to the axis of a laser beam).
In this case, the formulation for the mathematical model of sample’s heating in the
axisymmetric formulation coincides with the known model [28]. In this paper, there
are given the initial and boundary conditions, as well as the solution by this model for
heating of aluminum plate with a thickness of δ = 2 mm.

Farther we used the model proposed in [28] to calculate the temperature propagation
over a plate surface for the laser (heat source with power PL) and laser-plasma (heat
source with power Qa = PL + PPL) welding. In this case, the welding speed vw is
taken into account within determining the time of heat source exposure, calculated by
dependence τ = d/vw, where d is the size of the laser (dL) and plasma (dPL) heat source
on the surface of the welded plate (we took dL = 1.5 mm, dPL = 2.2 mm).

The calculations result for the cases of laser-microplasma (1) and laser (2) welding
of aluminum and beryllium plates (for the values of the radiation power PL = 400 W,
the welding current I = 50 A, the arc voltage U = 26 V) are in Fig. 7. The speed of
laser-microplasma welding is vw = 240 m/h, for the laser one is vw = 180 m/h. The
calculation results show that in the case of a steady-state hybrid welding process, the
distance L between the center of the anode region of the compressed arc of the non-
consumable electrode and the laser radiation axis should not exceed 0.9 mm. In this
case, the compressed arc melts the surface of the welded plate and improves conditions
of the laser radiation absorption (Fig. 5, 6).

Fig. 7. Temperature distribution T [K] on the surface of aluminum (a) and beryllium (b) plates
from the center of the weld in the opposite direction to the welding x [m]: 1 - laser-plasmawelding:
PL = 400 W, I = 50 A, vw = 240 m/h; 2 - laser welding: PL = 400 W, vw = 180 m/h.

3.2 Experimental Study

The experiments verified the results of the proposed optimization method of the hybrid
welding efficiency by correcting the distance L between the conditional point of the
anode spot center and the laser radiation axis for 5083 (1561) and 7075 aluminum alloys
samples with a thickness of δ = 2mm (performed with the integrated plasma torch of the
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original design). In case of laser and hybrid welding, a fiber laser (λ ≈ 1.06 μm) with a
power of up to 2.0 kW was used with a power source (welding current up to 100 A) and
the original plasmamodule. Hybrid laser-plasma test welding was performed with argon
as plasma-forming and protective gas and gas speed flow of 4 m/min (240 m/h). The
welding testing regime was: current I = 50 A and arc voltage U = 26 V. Laser welding
was performed at a speed of 3 m/min (180 m/h). The distance between the conditional
point of the anode spot center and the laser radiation axis was varied within L = 0–2 mm
due to the deflection of the compressed arc away from the laser beam by the plasma gas
flow. The experiments’ procedure included variations in the laser radiation power PL

with the weld depth h fixation (Fig. 8, 9).

Fig. 8. Penetration depth h [mm] of 5083 alloy samples (δ = 2 mm) on the radiation power PL
[W] of the fiber laser welding: 1 – laser-arc (vw = 4 m/min, I = 50 A, U = 26 V); 2 – laser (vw
= 3 m/min).

Fig. 9. Cross sections of welds made by laser (a) and laser-plasma (b), (c) welding of 7075 alloy
with mode parameters: (a) PL = 300 W, vw = 3 m/min; (b) PL = 300 W, I = 50 A; U = 26 V,
vw = 4 m/min, L = 0.6 mm; (c) PL = 300 W, I = 50 A, U = 26 V, vw = 4 m/min, L = 0,4 mm.

4 Conclusion

Analysis of the experimental test shows the following results. There observed the sepa-
rate action of laser radiation and plasma atL> 0.9–1.0mm. Their joint action is observed
at L < 0.9 mm. A full-fledged hybrid laser-plasma process took place at L < 0.5 mm. An
example of the parameter L effect on the depth of weld and its formation is in Fig. 9. In
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case of laser welding of 7075 alloy at PL = 300 W, vw = 3 m/min, the penetration depth
is h ≈ 0,4 mm (Fig. 9a). In the case of laser-plasma welding in the mode PL = 300 W,
I = 50 A, U = 26 V, vw = 4 m/min and L parameter value – 0.6 mm, the penetration
depth is h ≈ 0,8 mm (Fig. 9b). One can see in Fig. 9b that the laser radiation is focused
to the right, while the plasma arc is slightly shifted to the left. In the case of laser-plasma
welding in the same mode at L = 0.4 mm (the displacement of the plasma arc to the
left side decreases), the penetration depth increases up to h ≈ 1.0 mm (Fig. 9c), the
formation of the upper bead is also improved. The effect of the plasma component of the
hybrid process led to an increase in the penetration depth by 30–60%without taking into
account the variation in welding speed (Fig. 9). At the samewelding speeds, it is possible
to predict an increase in the penetration depth of the hybrid by 40–75% compared to the
laser process. The heat distribution along the depth of the welded plate is considerably
close to the heat distribution over a surface. According to Fig. 7, at PL = 400 W in the
laser and laser-plasma processes, the change in penetration depth (at the melting tem-
perature Tm) should be ~ 35%. According to Fig. 9, the experimentally obtained value
is ~ 30%. The calculation error is assumed to be close to 15–20% this is acceptable for
technological calculations. The results of the study are suitable for predicting laser and
laser-plasma welding of aluminum and beryllium alloys. The assessment of the laser
radiation absorption during its interaction with the surface of light metals (aluminum,
beryllium) became the base of the prediction method of the penetration depth for laser
and laser-plasma welding, as well as to visualize the L parameter effect on the com-
ponents’ position of the laser and plasma in the hybrid process. The technique is the
basis for a smart automated system to monitor and process information during laser and
hybrid welding. As a result of computational experiments, it is stated that at the melting
temperature of light alloys, the fraction of absorbed laser radiation increases rapidly to ~
20% for beryllium and up to above 2 times for aluminum. The change in radiation wave-
length from λ = 10.6 μm (CO2 laser) to λ = 1.06 μm (fiber, disk or Nd:YAG laser) for
light alloys welding, the laser radiation absorption increases about 2.5 times. The usage
of plasma melting in the hybrid laser-plasma welding increases the penetration depth
by 40–75% compared to laser one, including through improved radiation absorption.
To improve the radiation absorption, the distance between the anode region center of
the non-consumable electrode compressed arc and the axis of laser radiation should not
exceed 1.0 mm. To provide the full-fledged hybrid laser-plasma process, this distance
should not exceed 0.5 mm. Hybrid laser-plasma welding improves the formation of the
upper weld bead compared to laser welding. It is stated that reduction of the distance
between the anode spot center and the axis of laser radiation improves the quality of weld
formation and increases the penetration depth. The calculation method error (15–20%)
is considered acceptable to develop smart laser and laser-plasma welding system.
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Abstract. Reduction of the time of manufacturing of the composite products of
various applications and decrease in energy and labor costs is now a topical issue.
The paper presents the results of studies of the main physical-chemical processes
occurring in the polymeric composite material during moulding at the heating
stage. A model is proposed which allows us to determine the degree of curing of
the material at any time at the given temperature and to choose the heating rate of
the composite package from the condition of achieving the given degree of curing
with the minimum expenditure of time. Occurrence of stresses in the composite
package at the heating stage has been studied. It is shown that stress condition at
the stage of heating of the composite package is associated with shrinkage in the
material. At the initial stage of the heating process, stresses have negative values.
When the degree of curing reaches 60…70%, stresses take a positive value. It is
shown that the values of stresses at the first stage depend on the heating rate. Thus,
the heating rate should be maximum until the degree of curing reaches 60…70%,
since shrinkage stresses decrease with the heating rate rising. At the final stage,
because of occurrence of the temperature stress condition, the heating rate should
be reduced. It is shown that values of stresses related to shrinkage of the material
depend on the heating rate; with its increase from0.5 °C/min to 3 °C/min the values
of shrinkage become 3–4 times lower, which is associated with the transition from
viscous-flow to solid state within a short period of time. Consequently, the method
for determining the temperature and time of moulding for the binder on condition
of reaching of the regulated degree of curing with the minimum expenditure of
time has been developed.

Keywords: Heating rate · Shrinkage of polymeric material · Temperature
stresses · Minimum expenditure of time

1 Introduction

The modern polymeric composite materials (PCM) and structures made of them are
increasingly used in the construction sector [1, 2]. Usage of these materials allows to
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reduce the weight of building structures, increase corrosion stability and resistance to
the impact of adverse climatic factors, extend the overhaul periods, perform repairs and
strengthen the structures with the minimum expenditure of resources and time [3, 4].
Products for the construction sector represent about 30%of the global PCMoutput (about
4 mln tons) [5]. Even now certification of the buildings and structures in accordance
with the normative parameters of ISO and Eurocode is possible only with the use of
high-quality PCM and modern construction technologies which guarantee maximum
safety of an object, its energy efficiency and environmental compatibility [6, 7]. The
main areas of PCM application (except traditionally prevailing aerospace industry [8,
9]) are mechanical engineering, power generation sector, manufacturing of sports and
leisure goods and healthcare products [10–12]. Currently, increase in the efficiency of
the technology of production of structural elements of PCM is associated with high
energy costs [13, 14]. In view of this, high importance is given to implementation of
the methods to optimize the technology of PCM manufacturing [15]. Optimized mode
of heat treatment of PCM and control over all stages of process of their moulding will
allow reducing heat treatment cycle and electricity costs due to optimization and control
of processes of impregnation and heat treatment combined with gas release kinetics.

Taking the above into account, objective of the work is to develop amethod for deter-
mining the temperature-time dependence of the moulding process to obtain composite
products with the regulated degree of curing for the minimum period of time.

2 Literature Review

During the stage of heating of the PCM package and at the stage of isothermal holding,
physico-chemical processes forming the product structure and properties occur in the
moulded material. At this stage, viscosity of the binder, upon reaching of the gelation
point, begins to increase continuously, with the transition from viscous-flow to solid
aggregate state. The change in the binder viscosity is closely related to the increase
in the degree of curing (conversion) and molecular weight of the polymer. The degree
of curing and dynamics of its change play an exceptional role at the stage of material
heating, since from a certain point in time the viscosity reaches the value at which the
binder acquires mechanical characteristics allowing it to perceive and transmit the load
[16]. Therefore, there is a problem of determining the degree of curing at any time. The
value of viscosity and the rate of its change define the PCM properties. The problems of
chemical transformations in the binder and release of volatile products are solved in [17,
18]. Nevertheless, the effect of temperature on the PCM characteristics in the process of
curing was not taken into account. The results of [19–21] allowed simulating, control-
ling and regulating the curing process. However, occurrence of the thermal stress-strain
behavior was not considered. The phenomena of relaxation and creep occurred in the
composite at the stage of temperature holding and cooling were discussed in [22, 23], but
distribution of the thermal field in the process of curing was not studied in these papers.
Temperature phenomena participate in the occurrence of stresses and deformations at
the stage of heating along with shrinkage according to [24]. It is shown that temperature
stresses become comparablewith shrinkage stresses upon reaching thematerial viscosity
corresponding to 60…70% conversion in the binder. The papers [25, 26] describing the
occurrence of stress-strain behavior at the stage of PCM heating to the polymerization
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temperature based on experimental studies are of some interest. A particular case of the
composite curing by the autoclave method is considered in [27]. In the process of work
with prepregs, the issues of optimal technological modes ensuring their regulated quality
are solved [28, 29], and the modes of processes are ambiguously harmonized with each
other. To determine the degree of curing, there is a number of methods, which describe
the process. The Carothers equation, the Arrhenius equation and equations obtained by
the approximation of experimental data [16, 30] are used quite often. Unfortunately,
each of these methods takes into account the individual factors. The Carothers equation
takes into account the molecular structure only, neglecting the kinetics and physics of
the process. The results obtained on its basis cannot directly reflect the change in the
degree of curing depending on parameters of the moulding process (temperature and
time), so they are of little use in production conditions. The Arrhenius equation, which
takes into account the process kinetics and gives a complete picture of the change in
the degree of curing depending on temperature, is often used for the determination of
the degree of material curing. Nevertheless, using the Arrhenius equation, the result can
be obtained with a certain degree of accuracy, because of approximate values of the
activation energy. In addition, the dependencies for determining the degree of polymer-
ization obtained from these equations are quite difficult to implement in the production
process. First of all, this is due to sufficiently large range of resins, hardeners, modifiers
and other components of the binder. That in turn leads to a large number of experiments
to determine the required design parameters. In most cases, empirical dependences are
used to determine the degree of polymerization and describe the kinetics of the curing
process [16, 30]; they often include the main parameters of the curing process. However,
the dependencies obtained by approximating the experimental data do not fully reflect
the mechanism of curing.

3 Research Methodology

To determine the degree of the PCM polymerization, we use the relation derived from
the Arrhenius equation [16, 30]:

η = 1 − e−τ

1 + c1 · e−τ
. (1)

Here, τ is defined as follows:

τ ≈ c2
t − tg
tp − t

Exp

[
c3

Tp − T (r, t)

Tg − T (r, t)

]
, (2)

where tg, tp, Tg, Tp are the time and temperature of gelation and polymerization, respec-
tively; t is the time, min; T (r, t) is the temperature, K; c1, c2, c13 are the experimentally
derived coefficients.
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The degree of curing of phenol (LBS-4), epoxy-phenol (5-211B), epoxy (ENFB)
binders obtained experimentally was compared with the results derived from the Eq. (1).
For this equation, the coefficients c1, c2, c3, approximating the experimental values were
found (Fig. 1). According to the results, it can be said that analytical Eq. (1) describes
the curing process with the sufficient degree of accuracy (Table 1).

Fig. 1. Dependence of the degree of curing for LBS-4 (a), ENFB (b), 5-211B (c) binders on the
temperature (coefficients: c1 = 1; c2 = 0,6; c3 = 1): •– experimental; –––Eq. (1)

Difference in the results for LBS-4 and 5-211B binders did not exceed 10…20%.
For the ENFB binder, the error between the experimental and theoretical values at the
initial stage of the curing process was equal to 45…65%. Large error is most likely due
to additional exothermal self-heating of the material. The presented dependence (Fig. 1)
shows that as from the degree of curing of 10% overshoot of values of the degree of
curing occurs, therefore, the temperature in the material itself most likely is significantly
higher than that measured by the thermocouple. The error in the final phase of the heating
stage for the binders in question did not exceed 5…10%, but it is important to note a
slight inhibition of the curing process. In particular, it is observed for the LBS-4 binder
(Fig. 1). This is due to transition from the mode of kinetic control to the diffusion one.
Increase in the temperature does not cause a significant rise in the reaction rate.

However, Eq. (1) despite its shortcomings gives quite satisfactory result in the deter-
mination of the value of the degree of curing, in particular, at the final stage of the
moulding process. This dependence allows to reliably determine the moment when the
binder begins to perceive and transmit the external mechanical and temperature forces.
Therefore, using the Eq. (1) the degree of PCM curing can be determined at any time and
temperature. Moreover, this dependence gives an opportunity to theoretically describe
the change in the degree of curing with the use of parameters of the process and to
construct the rational mode of curing of the binder, which provides the regulated degree
of curing in the minimum period of time.

Viscosity of the material, as shown above, is in functional dependency on the tem-
perature and time. With the increase in these parameters, the value of viscosity is also
growing. It results in the occurrence of shrinkage stresses in the moulded composite
material-product, relating to transformations in the binder and degassing process. At a
certain value of viscosity, temperature stresses begin to appear in the moulded PCM
package as well.
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Table 1. Values of the degree of curing depending on temperature and time of curing for LBS-4,
5-211B, ENFB binders

Binder T, °C t, min η, % Relative error �, %

theory experiment

Phenol
(LBS-4)

100 150 1,8 2 10

120 190 15 12 19

140 230 62 71 14

150 250 95 85 11

160 270 100 100 ~0

Epoxy-phenol
(5-211B)

80 25 6 5 13

100 35 23 19 15

120 45 49 49 ~0

140 55 86 82 4

155 65 100 100 ~0

Epoxy
(ENFB)

95 65 10 15 56

115 85 26 31 63

135 105 51 53 3

155 125 86 81 6

165 135 99 96 3

175 145 100 100 ~0

Experimental determination of stresses in the curing binder was implemented
according to the diagram below (Fig. 2).

Fig. 2. Layout of the bench for determination of stresses: 1 – loading device; 2 – heater; 3 –
bath with a binder; 4 – heat insulation; 5 – binder; 6 – carbon fiber; 7 – rigid body; 8 – supply;
9 – thermo-regulator; 10 – thermocouple; 11 – data recorder; 12 – amplifier
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The nature of stresses and their values are determined as follows. A bath with the
binder is placed in the heater through which the carbon fiber passes. One end is fixed in
the rigid body, and the other one is connected to the loading device and preloaded. To
measure the exact temperature value, thermocouples are connected to the bath. Signals
from the thermocouples and loading device are transmitted through the amplifier to the
data recorder; thus, the value of loading will correspond to each temperature value.
Change in the loading value will correspond to stress in the carbon fiber in the binder.
All obtained values of forces being higher than the value of preloaded fiber indicate the
occurrence of compressive stresses in the binder. On the other side, decrease in forces
in the fiber will mean tensile stresses of the binder.

4 Results

As can be seen from the results (Fig. 3), during the heating stage there are compressive
stresses in the binder in the initial phase of the process. It indicates the occurrence of
stress-strain behavior in the binder, associated with shrinkage phenomena only.

Up to the certain point in time, compressive stresses increase, and then the reverse
process occurs, when compressive stresses begin to decrease to zero. After reaching of
zero value, the stresses pass from the compressive zone to tensile zone with subsequent
growth. The moment of decrease in compressive stresses indicates that the material
reaches the value of viscosity, when the stresses associated with the temperature factor
can be perceived and transmitted by the material.

It can be seen from the experimental data that stress-strain behavior in the moulded
composite material-product before reaching the degree of polymerization of 65…75%
occurs because of shrinkage of the material. It should also be noted that formation of
shrinkage stresses begins at the stage of gelation and depends on the rate of temperature
rise (Table 2).

Based on the results derived from the experiments and [16, 30], it can be said that the
value of shrinkage stresses depends on the material heating rate: when this rate increases
from 0.5 °C/min to 2 °C/min, the shrinkage value becomes 3–4 times lower. First of all,
this is due to achievement of high viscosity in the material, as well as removal of volatile
fractions in a shorter period of time. In addition, during slow heating of the material
(at heating rate of max. 0.75 °C/min) stresses at the heating stage as a whole take the
negative values.

Consequently, the rate of heating of the material to the polymerization temperature
should be as high as possible because of shrinkage occurring at this stage. However,
stress-strain behavior during the process of curing at the selected rate should not lead
to any violation of solidity of the material. Besides, process parameters at the stage of
heating of the material (temperature and time) should be determined taking into account
the influence of the reinforcing material, since after reaching of the degree of curing of
65…75% the binder begins to perceive and transmit stresses. As a result, stresses and
deformations occur both in the binder and in the material-product as a whole.

Analysis of experimental and theoretical studies allows us to develop a method
for determining the moulding process parameters (temperature and time) which would
satisfy the condition of minimum expenditure of time to obtain a product with the
maximum degree of curing.
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Fig. 3. Dependence of the degree of curing and shrinkage stresses on the moulding mode for
various heating rates: (a) – Vw = 2 °C/min; (b) – Vw = 1 °C/min; (c) – Vw = 0.5 °C/min;

– degree of curing; – stresses; ––– –temperature
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Input parameters for determination of the material heating time will be the temper-
ature and time of gelation and temperature of polymerization. Shrinkage values for the
various heating rates. The limitations are as follows: maximum possible duration of the
heating process, temperature and time of destruction, as well as limitations associated
with the equipment used (maximum heating rate, heating rate error, time of response of
the heater used).

1. Minimum possible time of the PCM package heating is determined based on the
technical capabilities of the equipment used:

τmin = Tp − Tg
Vmax

, (3)

where Vmax – maximum possible heat carrier heating rate.
2. Using the dependence (1), the conversion field is determined in the given time and

temperature range (Tg – Tp).
3. From the resulting conversion field, the temperature and time of the point Tη(0.6),

is determined, from which the binder perceives and transmits the forces.
4. Rate of heating of the material is determined, and its value is to satisfy the following

conditions:

Vw(σ,ΔVw,T ) →
⎧⎨
⎩

σξ ≤ [
σξ

]
ΔVw → min
Tv < Td → min

⎫⎬
⎭, (4)

where σ ξ are the stresses in the moulded PCM package; ΔVw is the deviation from
the heating rate; Tv is the temperature overshoot; Td is the destruction temperature.

5. If condition (4) is met, the chosen heating rate is the rational one for the given PCM.
6. The degree of curing of the binder at the end of heating stage at the rate (4) is found

from the conversion field.

5 Conclusion

The choice of the analytical dependence for determination of the degree of PCM cur-
ing at any time within the given temperature range has been substantiated. Results of
comparison of the experimentally derived data and the analytical Eq. (1) allow using
it to describe the curing process. The error at the final stage of the process, when the
binder begins to perceive and transmit the load, does not exceed 10% for the considered
binders. With the use of the experimental results, the relationship between the heating
rate and stresses caused by the shrinkage and thermal effect in the moulded material has
been established. The value of the degree of curing, fromwhich the binder perceives and
transmits stresses, is determined. Based on the analytical Eq. (1), the method for deter-
mining process parameters of the moulding mode (temperature and time) for the binder
has been developed. Rational parameters of the moulding mode at the heating stage are
the minimum time for heating of the material to the polymerization temperature, while
the condition for reaching of the regulated degree of the binder curing is to be observed.
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Our results provide an opportunity to determine the residual thermal stress–strain
behavior of the moulded structure with the required degree of accuracy without a series
of experiments. It allows us to solved indicate range of practical problems:

– to create the rational mode of curing of PCMwith the minimum expenditure of energy
and time;

– significantly simplify the practical implementation of the developedmethod and avoid
any additional production costs.

References

1. Elfaki, I., Abdalgadir, S.: Composite sandwich structures in advanced civil engineering
applications – a review. Comput. Res. Prog. Appl. Sci. Eng. 6, 259–262 (2020)

2. Birman, V., Kardomateas, G.A.: Review of current trends in research and applications of
sandwich structures. Compos. B Eng. 142, 221–240 (2018). https://doi.org/10.1016/j.com
positesb.2018.01.027

3. Gaidachuk, V.E., Kondratiev, A.V., Chesnokov, A.V.: Changes in the thermal and dimensional
stability of the structure of a polymer composite after carbonization. Mech. Compos. Mater.
52(6), 799–806 (2017). https://doi.org/10.1007/s11029-017-9631-6

4. Otrosh, Y., Kovalov, A., Semkiv, O., et al.: Methodology remaining lifetime determination of
the building structures. MATEC Web Conf. 230, 02023 (2018). https://doi.org/10.1051/mat
ecconf/201823002023

5. Hsissou, R., Seghiri, R., Benzekri, Z., et al.: Polymer composite materials: a comprehen-
sive review. Compos. Struct. 262, 113640 (2021). https://doi.org/10.1016/j.compstruct.2021.
113640

6. Yanes-Armas, S., de Castro, J., Keller, T.: Long-term design of FRP-PURweb-core sandwich
structures in building construction. Compos. Struct. 181, 214–228 (2017). https://doi.org/10.
1016/j.compstruct.2017.08.089

7. Manalo, A., Aravinthan, T., Fam, A., Benmokrane, B.: State-of-the-art review on FRP sand-
wich systems for lightweight civil infrastructure. J. Compos. Constr. 21(1), 1–16 (2017).
https://doi.org/10.1061/(asce)cc.1943-5614.0000729

8. Ugrimov, S., Smetankina, N., Kravchenko, O., Yareshchenko, V.: Analysis of laminated com-
posites subjected to impact. In: Nechyporuk, M., Pavlikov, V., Kritskiy, D. (eds.) ICTM 2020.
LNNS, vol. 188, pp. 234–246. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-
66717-7_19

9. Tkachenko, D., Tsegelnyk, Y., Myntiuk, S., Myntiuk, V.: Spectral methods application in
problems of the thin-walled structures deformation. J. Appl. Comput. Mech. 8(2), 641–654
(2022). https://doi.org/10.22055/jacm.2021.38346.3207

10. Fomin, O., Lovskaya, A., Plakhtiy, A., Nerubatsky, V.: The influence of implementation of
circular pipes in load-bearing structures of bodies of freight cars on their physico-mechanical
properties. Sci. Bull. Natl. Min. Univ. 6(162), 89–96 (2017)

11. Kombarov, V., Kryzhyvets, Y., Biletskyi, I., et al.: Numerical control of fiberglass pipe
bends manufacturing. In: 2021 IEEE 2nd KhPIWeek on Advanced Technology (KhPIWeek),
Kharkiv, pp. 357–362. IEEE (2021). https://doi.org/10.1109/KhPIWeek53812.2021.9570068

12. Dveirin, O.Z., Andreev, O.V., Kondrat’ev, A.V., Haidachuk, V.Y.: Stressed state in the vicinity
of a hole in mechanical joint of composite parts. Int. Appl. Mech. 57(2), 234–247 (2021).
https://doi.org/10.1007/s10778-021-01076-4

https://doi.org/10.1016/j.compositesb.2018.01.027
https://doi.org/10.1007/s11029-017-9631-6
https://doi.org/10.1051/matecconf/201823002023
https://doi.org/10.1016/j.compstruct.2021.113640
https://doi.org/10.1016/j.compstruct.2017.08.089
https://doi.org/10.1061/(asce)cc.1943-5614.0000729
https://doi.org/10.1007/978-3-030-66717-7_19
https://doi.org/10.22055/jacm.2021.38346.3207
https://doi.org/10.1109/KhPIWeek53812.2021.9570068
https://doi.org/10.1007/s10778-021-01076-4


454 A. Kondratiev et al.

13. Boitsov, B.V., Gavva, L.M., Pugachev, Y.N.: The stress-strain state of structurally anisotropic
panels from composite materials under force and process temperature exposure. Polym. Sci.,
Ser. D 12, 85–90 (2019). https://doi.org/10.1134/S1995421219010039

14. Karpus, V., Ivanov, V., Dehtiarov, I., Zajac, J., Kurochkina, V.: Technological assurance of
complex parts manufacturing. In: Ivanov, V., et al. (eds.) DSMIE 2018. LNME, pp. 51–61.
Springer, Cham (2019). https://doi.org/10.1007/978-3-319-93587-4_6

15. Rodionov, V.V.: Optimization of molding the polymeric composite material with improved
characteristics. Plasticheskie massy 3–4, 55–58 (2019). https://doi.org/10.35164/0554-2901-
2019-3-4-55-58

16. Fedulov, B.N.: Modeling of manufacturing of thermoplastic composites and residual stress
prediction. Aerosp. Syst. 1(2), 81–86 (2018). https://doi.org/10.1007/s42401-018-0018-8

17. Li, D., Li, X., Dai, J., Xi, S.: A comparison of curing process-induced residual stresses and
cure shrinkage in micro-scale composite structures with different constitutive laws. Appl.
Compos. Mater. 25(1), 67–84 (2017). https://doi.org/10.1007/s10443-017-9608-6

18. Yuan, Z.Y., Wang, Y.J., Yang, G.G., et al.: Evolution of curing residual stresses in composite
using multi-scale method. Compos. B Eng. 155, 49–61 (2018). https://doi.org/10.1016/j.com
positesb.2018.08.012

19. Carlone, P., Rubino, F., Paradiso, V., Tucci, F.: Multi-scale modeling and online monitoring
of resin flow through dual-scale textiles in liquid composite molding processes. Int. J. Adv.
Manuf. Technol. 96(5–8), 2215–2230 (2018). https://doi.org/10.1007/s00170-018-1703-9

20. Lionetto, F., Moscatello, A., Totaro, G., et al.: Experimental and numerical study of vacuum
resin infusion of stiffened carbon fiber reinforced panels. Materials 13(21) (2020). https://
doi.org/10.3390/ma13214800

21. Rocha, H., Semprimoschnig, C., Nunes, J.P.: Sensors for process and structural health mon-
itoring of aerospace composites: a review. Eng. Struct. 237, 112231 (2021). https://doi.org/
10.1016/j.engstruct.2021.112231

22. Brauner, C., Frerich, T., Herrmann, A.S.: Cure-dependent thermomechanical modelling of the
stress relaxation behaviour of composite materials during manufacturing. J. Compos. Mater.
51, 877–898 (2017). https://doi.org/10.1177/0021998316656924

23. Cameron, C.J., Saseendran, S., Stig, F., Rouhi, M.: A rapid method for simulating residual
stress to enable optimization against cure induced distortion. J. Compos.Mater. 55(26), 3799–
3812 (2021). https://doi.org/10.1177/00219983211024341

24. Muliana, A.H.: Spatial and temporal changes in physical properties of epoxy during curing
and their effects on the residual stresses and properties of cured epoxy and composites. Appl.
Eng. Sci. 7, 100061 (2021). https://doi.org/10.1016/j.apples.2021.100061
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Abstract. The design of laminated composite structures used inmechanical engi-
neering presents amajor challenge in termsof computational cost. Themost impor-
tant aspect in designing laminated structures is the composition selection. An iter-
ative procedure for minimization of the mass of laminated composite elements
under an impulse load is offered. Both thicknesses and fiber orientation angles of
layers are selected as design variables. The hybrid search method of optimization
with adaptive control of the computing process is applied to solving the problem
of optimal plate design. Deformation of plates is considered in a linear statement.
Calculation of parameters of the stress-strain state of elements is carried out with
the finite element method. Mass and deflection optimization of a composite plate
subjected to the Tsai-Wu criteria-based design constraint have been carried out.
The two-stage approach allows getting a design with the greatest bending stiffness
without a significant structure mass increase. The approach makes it possible to
develop new composite elements with improved characteristics.

Keywords: Composite plate · Impulse load · Optimal design

1 Introduction

The wide application of modern composite materials in different engineering areas is
linked directly to the development of methods for optimal design of laminated composite
structures [1, 2]. In practice, composite structures are usually assembled with other
components, such as honeycomb or metal panels [3, 4], and are also reinforced by
various fibers, particles and films [5, 6]. Design with account for the anisotropy of
the mechanical properties of layers, apart from the conventional choice of geometric
parameters, provides for determining the optimal structure of thematerial, i.e. the number
and sequence of layers, fiber orientation angles and other parameters [7, 8]. In addition,
designing composites requires taking into account a variety of technological defects and
imperfections that may occur during their manufacture [9, 10].
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Regardless of extensive theoretical developments in optimal design of composite
elements of structures, the focus is on problems in optimization of statically loaded
structures [11, 12]. A fair number of studies deal with finding structure parameters
under conditions of free vibrations whose natural frequency reaches a maximum [13,
14]. The number of papers dealing with optimal design of composite elements under
action of unsteady loading is far less [15], making research in this area a topical issue.

2 Literature Review

As a rule, problems in optimal design of laminated composite structures are multicriteria
ones [16, 17]. They are usually reduced to minimizing the average-weighted functional
where the choice of weight multipliers requires the knowledge of information that can
be not known a priori [18].

The paper [19] suggests a procedure for designing laminated truncated conical shells
subjected to external hydrostatic compression orientations by using the golden section
method. The critical buckling loads of the shells with given materials are maximized
with respect to fiber orientations by changing thicknesses, fiber orientations and buck-
ling modes. In the paper [20], the authors suggested a hybrid genetic algorithm that
combines a genetic algorithm and a descent local search technique for the optimization
of a sandwich composite inter-stage skirt located in the upper bound of the launcher.
Total number of plies forming the sandwich composite skin and fiber orientations were
considered as design variables. A fully blended design is represented by a stacking
sequence of t composites. The paper [21] presents simultaneous maximization of the
fundamental frequency and frequency separation between the first two modes by opti-
mizing the fiber angles. A high-fidelity design optimization methodology is developed
by combining the high-accuracy of finite element method with iterative improvement
capability of metaheuristic algorithms, and genetic optimization algorithms.

However, there is another approach to solvingmulticriteria problems, viz. usingmul-
tilevel iteration optimization procedures. The study [22] presents a multi-level optimiza-
tion method for elastic constant identification of composite materials. The optimization
problem is solved by using a stochastic search minimization algorithm at the first level,
and the particle swarm algorithm at the second-level algorithm for obtaining the statis-
tics of the new quasi-optimal elastic constants. The paper [23] demonstrates a two-stage
method for performing global layup optimization of composite laminates with buckling
and manufacturing constraints. In the first stage, the buckling optimization problem is
solved changing the lamination parameters and laminate thickness. During the second
stage, a global technique is employed to search the optimal stacking sequences to match
the optimized lamination parameters obtained in the first stage. The optimization algo-
rithm moreover gives insight on the influence of different lamination parameters and the
dominance of certain manufacturing constraints in various locations of the design space.

The aim of this study is the development of a two-stage procedure for minimizing
the mass of laminated composite plates under impulse action. The optimization problem
is formulated in terms of nonlinear programming.
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3 Research Methodology

Let us consider the laminated composite element as a rectangular laminated plate
(see Fig. 1) with a constant overall thickness H, assembled of an arbitrary number
of anisotropic layers N with constant thickness hi

(
i = 1,N

)
. The plate is subjected to

a transverse impulse load p(x, y, t). The axes of the material of each layer are oriented
arbitrarily with respect the median plane of the plate.

Fig. 1. Laminated plate.

The displacements of the plate points according to the Timoshenko-type theory [24,
25] are presented as follows

u1(x, y, z, t) = u0(x, y, t) + zψx(x, y, t),

u2(x, y, z, t) = v0(x, y, t) + zψy(x, y, t),

u3(x, y, z, t) = w0(x, y, t) + zψz(x, y, t).

Here u0(x, y, t), v0(x, y, t), w0(x, y, t) are displacements of themedian plane points
in the direction of the coordinate axes; ψx(x, y, t), ψy(x, y, t) are rotation angles of the
normal element, ψz(x, y, t) is normal element reduction; t is time.

Assuming a linear elastic strain of the plate, for internal forces andmoments we have
the following relationships:

T = CE,

where

T = [
Nx, Ny, Nz, Qy, Qx, Nxy, Mx, My, Myz, Mxz, Mxy

]T ;

E = [
u0,x, v0,y, ψz, w0,y + ψy, w0,x + ψx, u0,y + v0,x,

ψx,x, ψy,y, ψz,y, ψz,x, ψx,y + ψy,x
]T ;
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(Akl, Bkl, Dkl) =
∑N

i=1

∫ zi+1

zi
Qi
kl

(
1, z, z2

)
dz, k, l = 1, 6.

The index after the comma means partial differentiation with respect to the coor-
dinate. Stiffness factor Qi

kl depends on material properties and the orientation of fiber
angles θi in the i-th layer (see Fig. 1). Expressions for Qi

kl in the general case, when the
axes of symmetry of the material layer do not coincide with the directions of coordinate
axes, are given in [26].

The finite element method is applied for computing the dynamic behavior of the
plate. Apart from transverse shear strain and thickness reduction, the inertia of rotation
of the normal was accounted for.

In the general case, the nonlinear programming problem, irrespective of its content,
consists in finding the extremum point

X∗ = argextr
X∈GF(X)

of objective function F(X) with constraints in the form of equalities

Gi(X) = 0, i = 1,m1,

and (or) inequalities

Gj
(
X

) ≥ 0, j = 1,m2,

whereX = {Xi}, i = 1,N is vector of the design variables space;G is admissible domain
of change of design variables.

Functions F(X), Gi(X), Gj(X) are real, continuous and bounded; F(X) is defined
on set G = G(X), and Gi(X) and Gj(X), on its extension G ⊃ G.

The optimization problem at each stage is a multiextremum one because the con-
straints are both non-convex and sliding ones, changing from step to step. With a rel-
atively small problem dimension, the algorithmic implementation of constraints also
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increases the time of search for the extremum. Hence, the solution method used is the
effective hybrid search optimization one with adaptive control of the computational
process [27, 28].

At the first stage of the proposed procedure, the thicknesses of the layers are varied
and the plate mass is minimized. At the second stage, the thicknesses of the layers
obtained by mass minimization are fixed and the maximum deflection of the plate is
minimized by changing the fiber angles in layers. The optimal design is the result of an
iterative process that continues until preset accuracy criteria have been achieved.

In the first stage, the design variables of the problem for minimizing the mass of a
laminated plate are the thicknesses of layers X = {hk}, k = 1,N . It is necessary to find
the values of independent parameters X∗ = {

h∗
k

}
, at which the laminated plate mass

FM (X) is minimal, i.e.

F∗
M = min FM (X),FM = S

∑N

k=1
ρkhk , (1)

where S is area of the plate median plane; ρk is density of the layer material.
Constraints are imposed on the minimal and maximal thicknesses of each layer

hmin ≤ hk ≤ hmax, k = 1,N . (2)

The strength of layers is evaluated using the Tsai-Wu criterion

max[0,T ] maxx,y∈Ω

(
Fiσ

k
i + Fijσ

k
i σ k

j

)
≤ 1, (3)

where F1 = 1/XT − 1/XC , F2 = 1/YT − 1/YC , Fi
3 = 1/ZT − 1/ZC , F11 =

1/(XTXC), F22 = 1/(YTYC), F33 = 1/(ZTZC), F44 = 1/R2, F55 = F66 = 1/S2,
F12 = −0.5/

√
XTXCYTYC , F13 = −0.5/

√
XTXCZTZC , F23 = −0.5/

√
YTYCZTZC ,

XT ,YT ,ZT arematerial ultimate tensile strengths;XC ,YC ,ZC arematerial ultimate com-
pression strengths; R, S are material ultimate shear strengths; σ k

i are stress components
on the material principal axes; � is the domain occupied by the plate median plane.

The stresses included in strength criterion (3) are evaluated over a definite time
interval [0,T ]. The length of the interval is taken to be such that all the principal factors
characterising the unsteady strain process across the entire domain of change of design
variables would appear.

In the second stage, the design variables in the problem of minimizing maximum
plate deflection are the fiber angles in layers X = {θk}, k = 1,N . Constraints are
imposed on the minimal and maximal fiber angles in each layer. The plate strength is
evaluated using the Tsai-Wu criterion (3).

Hence, it is necessary to find the values of independent variables X∗ = {
θ∗
k

}
, at

which maximum plate deflection Fw(X) is minimal, i.e.

F∗
w = min Fw(X),Fw = max[0,T ] maxx, y∈Ω

max
z∈

[
−H

2 ,H2

]
[
u3(x, y, z, t)

]
, (4)

Qmin ≤ Qk ≤ Qmax, k = 1,N . (5)
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The objective function does not exceed a certain preset value, i.e.
∣∣∣∣∣
Fn
M − Fn−1

M

Fn−1
M

∣∣∣∣∣
≤ εM ,

∣∣∣∣
Fn
w − Fn−1

w

Fn−1
w

∣∣∣∣ ≤ εw,

where n is iteration number, εM , εw are positive constants defining the extremum search
accuracy. A similar criterion is used for evaluating solution convergence at each iteration
of the procedure that combines both stages. Stopping the running of the program, which
implements this algorithm, by the number of computations of the objective function is
also provided for.

4 Results

The feasibility and effectiveness of the developed mass minimization procedure is illus-
trated by the example of a simply supported eight-ply symmetrically-structured plate[±θ1/±θ2

]
s. The symmetrical structure of a laminated composite is most often used in

real-life applications.
Impulse load p = P0H (t), where H (t) is Heaviside’s function, is uniformly dis-

tributed across the entire plate surface. Plate layers are made of a carbon-fiber epoxy
composite with the following characteristics and material ultimate strength (3): E1 =
132.5 GPa, E2 = E3 = 10.8 GPa, G12 = G13 = 5.7 GPa, G23 = 3.4 GPa, ν1 = 0.24,
ρ = 1, 500 kg/m3; XT = 1, 515 MPa, YT = ZT = 43.8 MPa, XC = 1, 697 MPa,
YC = ZC = 43.8 MPa, R = 67.6 MPa, S = 86.9 MPa. The design variables were
restricted by admissible values: hmin = 3 mm, hmax = 10 mm, Qmin = 0◦, Qmax = 90◦.
The constants defining the extremumsearch accuracywere as follows: εM = εw = 10−4.
The lengthof the characteristic time intervalwas 0.2 s, and the solutiondiscretization time
step was 0.01 s. To search for a rational form of the structure mesh discretization, multi-
variate numerical studies were performed. The number of finite elements should provide
the possibility of a detailed description of the entire change in the studied displacements,
strains and stresses. In all the cases considered, a grid of rectangular eight-node finite
elements ensured high solution accuracy. The start values were thicknesses and fiber
angles belonging to the domain of admissible values determined by inequalities (2), (3)
and (5), as well as the values on the boundary and outside the domain of admissible
values. In all the cases considered, the number of iterations was within ten.

Table 1 summarizes the results of solving the problem of minimization of plate mass
with a different side lengths ratio B/A at P0 = 0.1 MPa; A = 0.5 m, H = ∑N

k=1 hk
is plate thickness, H = FM /(ρAB) (see (1)), u3 is maximum deflection of the plate at
the found optimal design variables. With increasing side lengths ratios, the fiber angles
of external layers θ1 increase in the interval from 45◦ to 90◦. The angles of internal
layers θ2 are close to those within 0◦−5◦. The thicknesses of the layers in optimal plates
are virtually equal to their minimum admissible values. Plate mass minimization with
the same parameters and loading, when only the first stage is used, yields optimal plate
designs with a mass close to that obtained with the two-stage scheme. However, the plate
deflection exceeds the values obtained with the two-stage scheme by 10–15%.

In Fig. 2 shown variation the plate thicknessH for different iterations of the two-stage
procedure for B/A = 1.5.
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Table 1. Influence of side lengths ratio B/A on the optimal design.

B/A h1/h2, mm H , mm ±θ1/±θ2 u3, mm

1.0 3.0988/3.0988 24.790 ±46.8◦/±5.70◦ 0.6932

1.5 3.0950/3.0913 24.745 ±58.0◦/±3.92◦ 1.5180

2.0 3.0986/3.0949 24.774 ±78.9◦/±7.30◦ 2.0809

Fig. 2. Changing the plate thickness under the iterative process.

In Fig. 3 shown the deflection u3 and tensile stress vs. time in the middle point of
the plate at z = −H/2 for optimal variables obtained for B/A = 1.5 (see Table 1).

Fig. 3. Changing deflection u3 and tensile stress vs. time.

If the criterion for evaluating an optimal design is the minimal maximum plate
deflection Fw (4), the solution results will change as follows (see Table 2). With such
an optimality criterion, the plate mass increased by 0.1–0.38%, and the deflections
decreased by 2.3–14.5%. For a plate with a unit side ratio, the optimal angles are 45◦,
and for other ratios they are close to zero.Numerical analysis showed that optimal designs
obtained with minimization of minimum strain energy and minimization of maximum
plate deflection are equivalent. Hence, the optimal designs in Table 2 correspond to
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maximum stiffness plates, and the mass of the plates did not essentially increase as
compared to plates with a minimal mass.

Table 2. Influence of side lengths ratio B/A on the optimal deflection value

B/A h1/h2, mm H , mm ±θ1/±θ2 u3, mm

1.0 3.1108/3.1107 24.886 ±45.2◦/±45.1◦ 0.6772

1.5 3.0984/3.0986 24.788 ±7.30◦/±8.50◦ 1.3626

2.0 3.0979/3.0982 24.784 ±7.30◦/±8.60◦ 1.7782

5 Conclusion

A two-stage iteration scheme was developed for minimizing the mass of laminated
composite plates under non-stationary loading. The approach suggested produced plate
designs with minimal mass and minimal possible maximum deflections. The obtained
optimal fiber angles are in good agreementwith reinforcement schemes developed exper-
imentally and used in real-life applications. The advantage of the two-stage approach,
as compared to the one-stage procedure is that a plate design with the greatest bend
stiffness can be obtained without a significant plate mass increase. The effectiveness
of the numerical implementation of the suggested procedure (reducing the number of
solution search steps) was achieved by applying the hybrid optimization method and
using an effective scheme of data exchange between the stages.

The use of a multicriteria objective functional requires careful selection of weight
coefficients that are not known in advance. The selection of coefficients is a separate
problem that requires an additional numerical study. An incorrect choice of coefficients
can lead to an incorrect solution of the optimization problem, and the design variables
will not reach their best values. At each stage, the hybrid search method of optimization
employs adaptive control for automatically introducing one or several hybrid elements
from the accepted set. Hence, the proposed method is more effective for solving a wider
class of problems than any one method taken separately.

The practical application of research is seen in designing laminated composite struc-
tures of minimum weight under static and dynamic loads in aircraft [29, 30] and civil
engineering [31]. The two-level procedure offered allows to obtain an optimal layup of
composite laminates, taking into account production and operational constraints. The
number of layers as an additional optimization parameter will be taken into account in
further studies. The results obtained enable evaluating how close the actual structure is
to an optimal one.
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Abstract. Polymer composite materials are being increasingly used in various
industries. The active application of composites calls for increasing their oper-
ating temperature range. The aim of the work is to study and analyze the effect
of operating temperatures on the physical and mechanical properties of polymer
composite materials and to establish dependences of these properties on temper-
ature. It is found that elastic properties decrease as temperature grows. With an
increase in temperature to 473 K, the values of the elastic modulus of the binder,
the shear modulus, the elastic modulus of unidirectional fiberglass in the direction
transverse to the fibers, and the Poisson’s ratio decrease by almost 5 times. The
shear modulus also decreases by more than 4.5 times, while the value of the mod-
ulus of elasticity along the fiber length direction remains practically unchanged in
the studied temperature range. With an increase in temperature, the coefficient of
linear thermal expansion of the binder and unidirectional fiberglass in the trans-
verse direction increases almost 1.3 times, while its value along the fiber length
direction decreases by no more than 10%. The values of thermal conductivity
and heat capacity of the binder increase as temperature grows. The decrease in
the stress level of the monolayer in the temperature range is especially noticeable
in the transverse direction – it fell by 4.2 times, in the longitudinal direction it
decreased by 30%. The results obtained make it possible to carry out a refined
calculation of the stress-strain state of a composite structure within the operating
temperature range.

Keywords: Temperature dependence · Approximation · Binder ·Monolayer

1 Introduction

The introduction of new technologies in the chemical, oil production, oil refining, energy,
construction, transport, engineering and other industries have repeatedly increased
the relevance of the ever-widening use of polymer composite materials (PCMs) with
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improved performance properties [1, 2]. In developing, testing and introducing PCMs,
the possibility of a reliable, prompt and relatively inexpensive study of their properties
is of great importance [3, 4]. At the same time, of the greatest value are methods and
equipment that allow, on the one hand, measuring the most important indicators of PCM
properties with a good accuracy, and on the other hand, serve as a tool for studying
structural transformations and physicochemical processes that can develop under con-
ditions of PCM operation [5, 6]. Using such methods and equipment facilitates solving
a wide range of problems on optimizing the composition, production technology and
prediction of properties of the developed PCMs and structures based on them [7, 8]. In
case of composites intended for structural purposes, the main attention of researchers
is focused on physical and mechanical properties (PMPs) [9, 10]. No less important is
information about the dependence of PMPs of composites on temperature, especially
considering that PCMs are characterized by a pronounced temperature anisotropy of
properties [11, 12].

2 Literature Review

Thewidespread use of advanced analysismethodsmakes it possible to carry out complex
studies of PCM PMPs [13], and modern equipment greatly facilitates the collection and
processing of data obtained as a result of experiments [14]. The paper [15] studies the
effect of temperature on PMPs of epoxy adhesives. The results show that the elastic mod-
uli of the binders are stable in the temperature range from 0 to 30 °C, while in the range
from 30 °C to 100 °C they decrease linearly and drop sharply when the glass transition
temperature is reached. The tensile strength decreases almost linearly with an increase
in temperature, the degree of decrease differing depending on the binder type. Similar
dependences of PMPs of nanomodified composites on temperature are obtained in the
work [16]. The research [17] proposes a method for accelerated testing of PCM PMP
depending on temperature. The disadvantage of the proposed method is the possibility
of predicting a decrease in PMP values only below the glass transition temperature of the
composite. The paper [18] investigates PMPs of glass/epoxy and neat epoxy binders in
the temperature range from 0 to 50 °C. The results of the prediction at room temperature
show that an increase in stress levels results in acceleration of elastic strain values. In
addition, a decrease in elastic properties is achieved by reducing the degree of compli-
ance at a higher stress level at the glass transition temperature. However, regardless of
the type of fiber orientation, with an increase in temperature a decrease in the elastic
modulus and tensile strength is observed. In the work [19], using molecular dynamics
simulation, thermophysical properties of various binders are determined and an original
method for calculating the thermal expansion coefficient based on density variation with
temperature is proposed. The paper [20] presents the results of experimental studies to
establish the dependence of the impact behavior of PCMs on temperature. The results
show that an increase in temperature can lead to a clear decrease in the stiffness behav-
ior of PCMs. The work [21] presents results of experimental studies of PMPs of woven
composites in the temperature range of 218–448 K. It is shown that the elastic mod-
ulus and strength of woven composites decrease with an increase in temperature. The
paper [22] experimentally studies the effect of temperature in the range from –100 °C
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to 100 °C on the PMPs of carbon fiber reinforced polymers at three-point bending. The
results demonstrate that the composites provide enhanced flexural strength at lower tem-
peratures (−60 °C,−100 °C), while relatively poor performance is observed at a higher
temperature (100 °C). The work [23] presents the prediction of PMPs of reinforced
PCMs using the finite element method. In the research [24], a numerical simulation of
the thermomechanical behavior of PCMs with continuous carbon fiber reinforcement
exposed to elevated temperatures is performed. The influence of global thermal loads
on the PCM is modelled by changing its mechanical properties at the microscale (level
of fiber-matrix interaction). The glass transition temperature of the composite, deter-
mined as a result of the study, is 42 °C. At this temperature, a significant decrease in
the elastic modulus is observed. In the works [25, 26] the PMPs of three-dimensional
braided and hybrid composites are studied with the use of a modified multiscale finite
element method. The simulation results are in good agreement with the experimental
data. Such methods, despite their versatility, have a number of significant drawbacks:
cumbersomeness, time-consuming programming, the need for large RAM capacity and
a lot of computing time; difficulties in preparing input data and visualizing calculation
results, poor stability of the obtained solutions, etc. The paper [27] studies thermome-
chanical properties of composites. Due to the combination of an equivalent model and
mechanical experiments, the simulation of composites has allowed to obtain a minimum
spread of parameters. In this regard, the aim of the work is to study and analyze the effect
of operating temperatures on PCM PMPs and to establish the temperature dependences
of these properties for composites used in critical structures.

3 Research Methodology

The effect of temperature on PCM PMPs depends on the components included in the
composition [28, 29]. For example, the values of the longitudinal elastic modulus E1,
ultimate tensile strength F1t and ultimate compressive strength F1c, Poisson’s ratio μ12

of the PCM layer insignificantly depend on temperature, since they are determined
by the properties of the reinforcing material that do not change much in the specified
temperature range, and their elastic properties can be considered constants. At the same
time, the transverse elasticmodulusE2 and the shearmodulusG12 dependon temperature
significantly, since they are determined by properties of the matrix [30].

The data on the dependence of PMPs of the binder are taken from the previous
experimental studies [31]. The data are approximated by a polynomial of the third degree
for the elastic modulus of the binder for the temperature range of 273…473 K, with the
reliability of 96%. The obtained equation has the following form:

Eb(T ) = a1 − a2T + a3T
2 − a4T

3, (1)

where a1 = 5635 MPa, a2 = 16.67 MPa · K−1, a3 = 0.064 MPa · K−2, a4 =
1.15 · 10−4 MPa · K−1 are the constants for the binder; T is the temperature, K.

The elastic properties of a unidirectional PCM in the longitudinal direction, with
consideration for (1), take the following form [32]:

E1(T ) = Eb(T )(1− θ) + Ef θ =
(
a1 − a2T + a3T

2 − a4T
3
)
(1− θ) + Ef θ, (2)
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μ12(T ) = μb(1− θ) + μf θ, (3)

where θ is the fiber volume fraction, Ef is the elastic modulus of the fiber, μf is the
Poisson’s ratio of the reinforcing material,μb is the Poisson’s ratio of the binder (almost
independent of temperature).

Since the transverse modulus and shear modulus of a unidirectional material are
mainly determined by the binder, therefore, their dependence on temperature will be
more significant than that of the modulus of elasticity in longitudinal direction [29]. To
consider the influence of temperature in the expressions for calculating the modulus of
elasticity in the transverse direction and the shear modulus, we will use the following
equations [32]:

E2(T ) =
⎡
⎣1− μ2

b

Eb(T )

⎛
⎝ 2+ (

kf − 1
)Gb(T )

Gf

1+ ψ + θkb + ψ
(
kf − 1

)Gb(T )
Gf

−
2θ

(
1− Gb(T )

Gf

)

θ + kb + ψ
Gb(T )
Gf

⎞
⎠

⎤
⎦
−1

,

(4)

where kb = 3− 4μb; kf = 3− 4μf ; ψ = 1− θ ;

G12(T ) = Eb(T )

2(1+ μb)

1+ χθ

1− χθ
, (5)

where χ = 2Gf (T )(1+μb)−Eb(T )

2Gf (T )(1+μb)+Eb(T )
.

Based on the above Eqs. (1)–(5) the dependences of the elastic properties on tem-
perature in the temperature range from 273 to 473Kwere built for the epoxy binder and
fiberglass (Figs. 1, 2, 3 and 4)

As can be seen from the presented dependences (Figs. 1, 2 and 3), the elastic proper-
ties decrease as the temperature rises for both the binder and the unidirectional fiberglass.
With an increase in the temperature to 473 K, the values of the elastic modulus of the
binder, the shear modulus, the modulus of elasticity of unidirectional fiberglass E2(T )
and the Poisson’s ratio μ21(T ) decrease by almost 5 times. The shear modulus G12(T )
also decreases by more than 4.5 times, while the value of E1(T ) in the studied range
remains practically unchanged (Fig. 4).

To study the dependence of the coefficient of linear thermal expansion (CLTE) in a
given temperature range at the stage of curing, the results of experiments for the epoxy
binder [31] are taken as initial data.

The data are approximated by a polynomial of the third degree for the temperature
range of 273…473 K, with the reliability of 96%. The obtained equation is as follows:

αb(T ) = b1 + b2T + b3T
2 + b4T

3, (6)

where b1 = −3.7 · 10–6 · K−1, b2 = 2.1 · 10–7 · K−2, b3 = 3.75 · 10–10 · K−3, b4 =
−9.3 · 10–13 · K−4 are the constants for the binder.

In the longitudinal direction, theCLTE,with consideration for (6), takes the following
form [32]:

α1(T ) = Ef αf θ + Eb(T )αb(T )(1− θ)

Ef θ + Eb(T )(1− θ)
, (7)
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Fig. 1. Dependence of Ec and E2 on
temperature for the fiberglass.

Fig. 2. Dependence of Gc and G12 on
temperature for the fiberglass.

Fig. 3. Dependence of μ21 on temperature for
the fiberglass.

Fig. 4. Dependence of E1 on temperature for
the fiberglass.

where αf is the CLTE of the reinforcing material (in the specified temperature range for
the glass fiber and carbon fiber practically does not change [29]).

In the transverse direction, the equation for the CLTE depending on the temperature
is written as follows [32]:

α2(T ) =
[
αf θ + αb(T )(1− θ)

][
Ef θ + Eb(T )(1− θ)

]

Ef θ + Eb(T )(1− θ)

+ θ(1− θ)
(
αb(T ) − αf

)(
Ef μb − Eb(T )μf

)

Ef θ + Eb(T )(1− θ)
. (8)
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According to the presented Eqs. (7) and (8), the dependence of the material’s CLTE
on temperature in a given temperature range is built (Fig. 5). As can be seen from the
above dependences, αb(T ) and α2(T ) increase with a growth in temperature, while α1(T )
decreases in this case. This is due to the fact that Eb(T ) is a decreasing function in this
interval.

Fig. 5. Dependence of αb, α1, α2 on temperature for the fiberglass.

With a growth in temperature, the values αb(T ) and α2(T ) increase by almost 1.3
times, while the value α1(T ) decreases by no more than 10%.

In addition to the dependences of the elastic properties and CLTE on temperature,
it is necessary to know the values of the thermal parameters of the material in a given
temperature range [33]. The temperature difference in the molded product is mainly
determined by the thermal conductivity and heat capacity of the material. Based on
the experimental studies [31], dependences of thermal conductivity and specific heat
capacity of the epoxy binder for the temperature range of 273…473 K are obtained and
then approximated by a polynomial of the third degree (Fig. 6).

The dependence of the thermal conductivity is presented in the following form:

λb(T ) = c1 + c2T + c3T
2 + c4T

3, (9)

where c1 = −0.119 · W/(m · K), c2 = 3.66 · 10–3 · W/(m · K2), c3 = −
1.24 · 10–5 · W/(m · K3), c4 = 1.4 · 10–8 · W/(m · K4) are the constants for the binder.

The dependence of the heat capacity for the specified temperature range is as follows:

Cb(T ) = c1 + c2T + c3T
2 + c4T

3, (10)

where c1 = −8561.1 kJ/(kg · K), c2 = 68.04 kJ/(kg · K2), c3 = −0.15 kJ/(kg · K3), c4
= 1.11 · 10–4 kJ/(kg · K4) are the constants for the binder.
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Fig. 6. Dependence of the thermal conductivity (a) and the specific heat capacity (b) of an epoxy-
resin binder on temperature.

From the presented dependences (Fig. 6), it can be seen that the values of thermal
conductivity and heat capacity of the binder increase as the temperature rises. However,
when designing a PCM, it is necessary to consider the parameters of not only the binder
but also of the reinforcing material as well as its volume fraction. Since the thermal
conductivity of the material depends on the direction, the equations for the thermal
conductivity values in the longitudinal and transverse directions can be written in the
following form [32] (Fig. 7):

λ1(T ) = λf (T )θ + λb(T )(1− θ), (11)

λ2(T ) = λb(T )

⎛
⎝1+ θ(

λb(T )
λb(T )+λf (T )

+ 1−θ
2

)
⎞
⎠, (12)

where λ1(T ), λ2(T ) are the thermal conductivity coefficients in the longitudinal and
transverse directions, respectively; λf (T ), λb(T ) are the thermal conductivity coefficients
of the reinforcing material and the binder, respectively.

The heat capacity of PCMs does not depend on the direction of reinforcement,
because it is a volumetric characteristic, therefore, the expression for heat capacity has
the following form [32]:

C(T ) = Cf (T )θ + Cb(T )(1− θ), (13)

where C(T ) is the coefficient of heat capacity of the PCM; Cf (T ), Cb(T ) are the heat
capacity coefficients of the reinforcing material and the binder, respectively.
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Fig. 7. Dependence of λ1, λ2 on temperature for the fiberglass.

4 Results

Thus, in the course of studying the effect of temperature on the elastic and thermal
properties of the PCMs, it can be said that the effect of temperature on the mentioned
properties in the transverse direction is quite significant. The change in the PMP values
in the longitudinal direction with an increase in temperature is insignificant. Taking into
consideration the dependence of the elastic properties of the material on temperature
makes it possible to more accurately determine the stress-strain state of the structure. As
canbe seen fromFig. 8, the decrease in the stress level of themonolayer in the temperature
range is especially noticeable in the transverse direction (σ2 decreased by 4.2 times, τ 12
by 3.5 times, while σ1 decreased by 30%). Such behavior is explained by the fact that
the properties in the transverse direction are determined by the matrix of the material-
product. Moreover, from the above dependences, it can be seen that the properties of
the PCM depend on the ratio of its constituent components, therefore, the consideration
for the change in stresses in the structure depending on temperature will also depend
on this ratio. It can be assumed that the larger the volume of the reinforcing material

Fig. 8. Dependence of stresses in the monolayer on temperature.
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demonstrating stable properties throughout the entire molding process, the smaller the
difference between the stress-strain state of the structure, calculated with consideration
for temperature, and the stress-strain state, calculated at constant elastic properties.

5 Conclusions

The analytical dependences of the influence of temperature on the elastic, thermome-
chanical and thermal properties of the PCM are presented. The influence of temperature
on the properties of the material has been assessed: thus, in the considered temperature
range, the stress level in the monolayer decreased for σ1 by 30%, for σ2 by 4.2 times and
for τ 12 by 3.5 times. The presented dependences make it possible to carry out a refined
calculation of the stress-strain state of a composite structure in the operating temperature
range. Using such dependences facilitates solving a wide range of practical problems on
optimizing the composition, production technology and prediction of properties of the
developed PCMs and structures based on them.
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Abstract. Shear and tension properties of the honeycombs FDM-manufactured
fromPLAandULTEM9085 are analyzed experimentally. Experimental data show
that geometrically nonlinear deformations of the honeycomb walls occur during
tension. Deformation of the honeycomb cells is accounted in the finite elements
simulation of the specimen tensionwhich is performed using theANSYS commer-
cial software. The simulation takes into account deformations of the equipment and
honeycomb cells as well as the geometrical nonlinearity of the honeycomb strain-
state. Method of fatigue testing of the sandwich plates with FDM-manufactured
honeycomb core is treated. A combination of fatigue tests and numerical simula-
tions of the thin-walled structure in the software ANSYS is used. Fatigue proper-
ties of the specimens from the PLA material are obtained to analyze the fatigue
of the honeycomb, which is produced by the FDM additive manufacturing. The
combination of the experimental and the numerical analysis is used to analyze the
fatigue of the sandwich plate. S-N diagrams of the sandwich plate are obtained as
a result of such analysis.

Keywords: Honeycomb core · Fused deposition modeling · Shear · Force-strain
response

1 Introduction

Additive technologies are used in design and productions of satellites, launch vehicles
and aircrafts [1]. The honeycomb core, which is used in the sandwich structures, can
be produced by the additive manufacturing [2]. Using the homogenization theory, a
honeycomb core can be replaced by an orthotropic solid medium in order to simplify
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the calculations [3]. Analytical and numerical methods are developed to calculate the
mechanical characteristics of this orthotropic media [4]. Mechanical behavior of hon-
eycomb structures was investigated through in-plane static compression tests in [5].
The shear moduli and shear strength of extruded polystyrene foam were obtained by
in-plane shear and asymmetric four-point bending tests in [6]. As follows from the
experimental analysis [7], the materials of the parts produced by additive manufacturing
are anisotropic. Raster angles, air gaps and printing velocities are affected on themechan-
ical characteristics of printing parts [8]. As follows from [9], ULTEM 9085 material has
great potential for application in aerospace engineering. Fatigue of the samples obtained
by the FDM additive technology is treated in several papers. Static and fatigue behavior
of an auxetic honeycomb structure manufactured using FDM 3D printing technique was
analyzed experimentally in [10]. The papers [11–13] aim is analysis the fatigue behavior
of polymeric materials, which is produced by FDM.

The static response and fatigue of the FDM-manufactured honeycombs is analyzed in
the present paper. In order to use such structures in aerospace engineering the knowledge
of their static and fatigue behavior is required.

2 Honeycomb Core Production

The honeycomb core ismanufactured using 3D systemFortus 900mc. The specimens are
fabricated from PLA or ULTEM 9085 materials in order to study the material properties
the honeycombcore. The building-up of layers is performed along the honeycombheight.
The amount of the layers is equal to 45. The honeycomb height is equal to 10 mm. The
printing is performed by PLA filament with diameter 0.2 mm and 0.22 mm ULTEM
9085 filament. All walls of the honeycomb have thickness in two layers. Every wall
layer is formed by one passage of the extruder.

The honeycomb cell outline is shown at Fig. 1. The length of the wall l is measured
along the inner side of the wall. The dimensions of the ULTEM honeycomb cell are
the following: h = 0.5 mm; l = 6.05 mm, where h is thickness of the cell walls; l is
length of the internal side of the cell. The dimensions of the PLA honeycomb cell are:
h = 0.4 mm; l = 6.11 mm. Cartesian coordinate system x1x2x3 is used to simulate the
honeycomb (Fig. 1b).

Fig. 1. Honeycomb core: (a) – cell parameters; (b) – honeycomb outline
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3 Experimental Analysis

3.1 Shear Characteristics

The tensile machine TiraTest 2300 is used for mechanical testing. Figure 2a shows
the outline of the specimen for the honeycomb shear characteristics determination. The
specimen consists of two honeycombs 1, which are glued with three loads applications
plates 2. The dimensions of the specimen are shown on Fig. 2a in millimeters. The
specimens prepared for experimental testing are shown on Fig. 2b. The dimensions of
the honeycomb are 120× 60× 10 mm. The specimen is mounted in the gripping device
(Fig. 3). The direction of the force F coincides with the longitudinal axis of the specimen
(the x1 direction of the honeycomb).

Fig. 2. Specimens: (a) – Outline of honeycomb specimen; (b) – Photo of specimens for shear
testing of honeycomb from PLA (top) and from ULTEM 9085 (bottom)

Fig. 3. Layout and photo of experimental test rig: (a) – schematic diagram; (b) – photo; (c) –
tension test.

The testing is performed by gradual increase of the force up to the fracture of the
samples. The constant velocity of the gripping device is equal to 2 mm/min. The depen-
dences of the forces on the displacements are recorded during the testing. The force
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is recorded using the electronic sensor in the range up to 100 kN. The displacements
are recorded by using two dial indicators for every honeycomb separately to measure
displacements without deformations of the hinges.

3.2 Tension Testing

The tension tests of the honeycombs are carried out on the tensilemachine TiraTest 2300.
The x1 direction of the honeycomb (Fig. 1b) is arranged along the line of the tensile force.
The specimen attachment is performed using the clamp of the tensile machine TiraTest
2300 (Fig. 3c). The dimensions of the honeycomb between the clamps are 146.2 × 66.3
× 10mm. Four honeycomb samples are tested.

The testing is performed by increasing the loads up to honeycomb fracturing. The
uniform velocity of the clamp motions is equal to 5 mm/min.

3.3 Fatigue Testing

The fatigue tests of the sandwich plates are carried out using electrodynamics shaker. The
shaker reproduces the harmonic vertical vibrations in the wide ranges of the frequencies
and the amplitudes of the excitation. The shaker harmonic motions excite the flexural
harmonic vibrations of the sandwich specimen. The weight is attached at free end of the
sandwich plate to reach the required values of the stresses in the honeycomb.

In Fig. 4 shown the attachment of the sandwich plate to the shaker platform 3.
Sandwich plate is denoted by 1. The weight with vibrations transducer is installed at the
end of the sandwich plate. This vibration transducer records the vibration acceleration.
The mass of the weight with transducer is chosen to obtain the necessary values of
stresses in the honeycomb for the fatigue tests.

The specimens’ tests are performed up to their fracture. The numbers of cycles to the
specimen fracture are recorded. The variations of the vibrational eigenfrequencies due
to decrease of the sandwich plate stiffness are observed during the fatigue tests. These
variations are determined by creations of fatigue damages [9].

The stress-strain states of the sandwich plates are determined numerically by finite
element method. S-N diagrams are obtained as a result of the fatigue tests and numeric
simulations.

Fig. 4. Outline of sandwich plate attachment: (a) – side view; (b) – top view.

Fatigue testing is performed on 12 sandwich plate specimens with PLA-printed core
and carbon composite faces. A carbon composite combined of four cross-ply layers of
the prepreg SIGRAPREG C U200–0 is used for the faces.
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4 Approach for Numerical Simulations

4.1 Static Response Simulations

Shear Testing. The finite element simulations of the mechanical experiments for deter-
mination of the shear characteristics and experiments for the honeycomb tension are
carried out in two formulations. Full formulation allows taking into account the influ-
ences of every cell deformations. Homogenized formulation is much simpler to handle
and is based on the honeycombs homogenization. As a result of the homogenization
[14, 15], the honeycomb is replaced by the equivalent orthotropic solid plate of the same
dimensions. Homogenization by finite element simulations is deeply discussed in [3].
The simulations of the specimen allow accounting three loads application plates (Fig. 2).
The elasticity of the glue joints is not considered.

Tension Testing. The gripping device of the tensile machine TiraTest 2300 provides
rigid contact with the sample. The x1 direction of the honeycomb (Fig. 1b) is positioned
vertically. The direct finite element simulation of the honeycomb with account of the
cell deformations is performed.

The loading of the sample is performed by preset the displacements of one side �X

in order to obtain the uniform sample deformation observed in the experimental analysis.
The second end of the spacemen is clamped (Fig. 5).

The weighed values of the stresses σX are calculated to obtain the forces, which
results in the displacement �X .

4.2 Sandwich Plates Fatigue Calculations

The finite element model is obtained for the stress-strain state calculations of the sand-
wich plate with the honeycomb. The homogenized model of the honeycomb with the
effective mechanical characteristics [3] is obtained to analyze the fatigue properties of
the structure.

Fig. 5. Boundary conditions on the honeycomb.

4.3 Sandwich Plates Fatigue Calculations

The finite element model is obtained for the stress-strain state calculations of the sand-
wich plate with the honeycomb. The homogenized model of the honeycomb with the
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effective mechanical characteristics [3] is obtained to analyze the fatigue properties of
the structure.

In Fig. 6 shown the computational model of the sandwich plate with the weight.
Figure 6a shows the computational model, which accounts the detailed honeycomb
structure (without homogenization). In this case, the homogenization model of the hon-
eycomb is not applied. The computational model with the homogenized honeycomb
core is used for calculation too (Fig. 6b).

Fig. 6. Sketch of sandwich plate with weight and with different models of honeycomb; (a) -
detailed model of honeycomb core (without homogenization); (b) - homogenized model of core.

The ANSYS Workbench is used for the finite element simulations of the sandwich
plate. The harmonic response of the sandwich plate under the action of the kinematic
excitation Asin(ωt) (Fig. 6) is calculated. The frequency of the kinematic excitation ω is
equal to the structure eigenfrequency 124.59 Hz. The amplitude of excitation A is equal
to the vibrational amplitude of the shaker. Material damping in the form of Rayleigh
β-damping [16] is accounted in the structure finite element model. The values of the
material damping are identified from the equality of the amplitudes of the weight, which
are obtained experimentally and numerically. The vibrational amplitudes of the von
Mises stresses are determined from the forced vibrations analysis.

The S-N fatigue diagram is obtained using the numbers of cycles to failure and the
amplitude values of the vonMises stresses, which are calculated using the homogenized
model of the honeycomb.

5 Results of Experimental Analysis and Numerical Simulations

5.1 Shear Analysis

The numerical simulations and the experimental analysis of honeycomb shear are con-
sidered. The values of the concentrated forces F belong to the range F ∈ [750; 9829.9]
N.

In Fig. 7 shown the experimental data and the calculations results of the shear testing
of honeycomb from PLA and ULTEM 9085 materials. The values of forces F versus the
shear strain γ x1x3 are shown on these Figures. The experimental data averaged across the
specimens are shownonFig. 7 by solid lines. The results of the finite element calculations
based on the honeycomb direct simulations accounting deformations of the cells and the
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Fig. 7. Forces-shear strains responses of the honeycomb: (a) – PLA; (b) – ULTEM.

equipment are shown by triangular markers. The results of the finite element simulations
using the homogenized honeycomb model are shown by round markers.

As follows from the honeycomb experimental analysis, the brittle fracture of the
honeycomb is observed. The specimen fractures occur in the honeycomb during the
shear testing. The glue joints between steel and honeycomb are not fractured. Figure 8
shows the fractured honeycombs.

Only elastic behavior of the structure is simulated by finite elements method. The
data obtained from finite element analysis models are close to the experimental data.

The analysis results (Fig. 7) allow estimating the honeycomb shear modulus Gx1x3.
Such values obtained from experimental and finite element analysis results are presented
in Table 1. Experimental and numerical results are close.

Table 1. Shear modulus Gx1x3 estimation (MPa) of the honeycomb.

Filament type Experiment Direct
simulation

Relative
difference

Homogenized
model

Relative
difference

PLA 36.790 40.390 0.097 40.050 0.089

ULTEM 34.383 36.772 0.069 35.423 0.038

Fig. 8. Fractured PLA honeycomb during shear testing: (a) – PLA specimen; (b) – ULTEM
specimen.
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5.2 Tension Analysis

As follows from the experimental analysis, before the honeycomb fracturing, the dis-
placements of the honeycomb free edge (Fig. 9) are commensurable with the honeycomb
thickness. Therefore, large displacements of the honeycomb must be accounted. Then
the nonlinear problem [17–20] is calculated using the commercial software ANSYS.

Fig. 9. Tension tests of honeycomb: (a) – sample before tension test; (b) – tensioned sample
before fracture; (c) – fractured honeycombs

The honeycomb sample undergoes significant displacements during testing. The
longitudinal displacements of the sample edge are equal to 12 ÷ 17 mm. In Fig. 9a
shown the photo of the honeycomb before loading. In Fig. 9b shown the tensioned
specimen before fracture. The photo of the fractured honeycomb is shown in Fig. 9c.
The averaged experimental force-displacement response is shown by the solid line on
Fig. 10. The results of the finite element simulations of the samples deformations are
shown by points on this figure. Themajority points are close to the experimental response
curve.

Fig. 10. The experimental results on the honeycomb tension and the data of finite element
simulations.
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5.3 Fatigue Analysis

The resonance vibrations of the sandwich plates are analyzed. During the experiment
an eigenfrequency decrease due to the material wearing is accounted. Analysis of the
spectral density of the cantilevered sandwich plate end shows that the vibrations of the
sandwich plate end are simple harmonic.

The numbers of cycles to the fracture Nt and the numbers of cycles to the first
eigenfrequency change NC are measured during the fatigue tests. The fractures of the
sandwich plates take place in the honeycombs. In Fig. 11 shown the example of the
honeycomb fracture.

Fig. 11. Fractured sandwich plate. The crack is observed at honeycomb

The stresses in the honeycomb are estimated using finite element analysis. The data
of the experimental fatigue analysis of the specimens and the calculations results of the
von Mises stresses in the honeycomb are shown at Fig. 12. The von Mises stresses in
the honeycomb σmax versus the numbers of cycles are shown on Fig. 12. The von Mises
stresses in the honeycomb σ ′

max, which are obtained by the homogenized model of the
honeycomb, are shown on Fig. 12b.

The S-N diagram (Fig. 12a) shows the numbers of cycles up to the variation of
the eigenfrequencies Nc on the x-axis. This diagram is obtained both numerically by
using the S-N diagram of the PLA material (solid line) and experimentally (dots). The
numerical and experimental results are close.

The numbers of cycles to the fracture of the specimens is shown on the x-axis of the
S-N diagram (Fig. 12b). The amplitudes of the von Mises stresses are obtained using
the homogenized finite element model of the honeycomb. The dots (Fig. 12b) represent
experimental data. The solid line shows the result of approximation using least squares
technique.

As follows from the experimental data (Fig. 12), the sandwich plate resists well to
fatigue loads.

Analysis of sandwich plates’ defects is carried out after the structure fracture. Main
approach of the analysis is the X-ray photography. The results of the specimens’ defects
analysis include multiple kinds of fatigue failures such as cracks in the honeycomb,
buckling of the honeycomb walls, debonding of faces. Mostly the cracks in the honey-
comb are observed. The buckling of the honeycomb walls are observed in two samples.
Both cracks and the delamination between the layers are observed in one specimen.



486 B. Uspensky et al.

Fig. 12. S-N diagram of the sandwich plate with honeycomb: (a) – the numbers of cycles up to
the variations of the eigenfrequencies Nc is shown on the x-axis; (b) – the numbers of cycles to
the fracture of specimens are shown on the x-axis

6 Conclusion

An approach for experimental determination of mechanical characteristics of the honey-
combproducedbyFDMtechnology is suggested. Shear characteristics of the honeycomb
are obtained by tension of the specimen. The honeycombs from PLA and ULTEMmate-
rials are analyzed experimentally. The forces-shear strains response and shearmoduli are
obtained as a result of this experiment. The specimen fractures occur in the honeycomb
during the shear testing. The brittle fracture of the honeycomb is observed. The glue
joints between the rig and the honeycomb are not fractured.

Tension response of the honeycomb is analyzed experimentally. Before the honey-
comb fracturing, the displacements of the honeycomb free edge are commensurable with
the honeycomb thickness. Therefore, geometrically nonlinear deformations of the hon-
eycomb are taken place. If values of the tension forces are significant, the honeycomb
walls undergo geometrically nonlinear deformations.

The shear and tension experiments are simulated using the finite element analysis.
The direct finite element simulations of all cells of two honeycombs with account of the
loads applications plates are carried out as well as the simulation using the homogenized
honeycomb model. Elasticity of the glue joints is not accounted. The finite element
calculations results are close to the experimental data.

The fatigue of the composite sandwich plate with the FDM-manufactured PLA hon-
eycomb is analyzed. The approach for the experimental analysis of the sandwich plate
fatigue is suggested. It is based on the resonance vibrational testing of the sandwich
plate. The stress-strain state of the samples is calculated using the finite element simu-
lations. Decrease of the structure eigenfrequencies due to the defects formation in the
plate is observed during the fatigue tests. After the first measurable variation of the
eigenfrequency, the structure undergoes significant numbers of cycles to the fracture.

Two types of S-N diagram of the sandwich plate are considered. The S-N diagram
allows prediction of the number of cycles until the first damage of the honeycomb. This
diagram is predicted well by the finite element simulations based on the S-N diagram
of the PLA material. The S-N diagram to the specimen failure is developed using the
homogenized honeycomb model. It allows predicting the number of cycles until the
plate’s failure.
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Abstract. An optimum combination of process parameters is essential to attain
the desired product quality and process productivity in manufacturing. Advanced
or nonconventionalmachining of gears is in trend these days. This paper reports the
optimization of wire-EDM parameters by Fuzzy-TOPSIS (Technique for Order of
Preference by Similarity to Ideal Solution) integrated hybrid multi-criteria deci-
sion making technique. Gear manufacturing by wire-EDM involves conflicting
interests such as gear quality and process productivity. For a better gear qual-
ity, lower values of surface roughness and micro-geometry errors are desirable,
whereas for higher productivity, higher values of gear cutting rate is desirable.
This multi-criteria problem has been solved in this work. After cutting gears from
wire-EDM via a set of twenty-nine experiments, Fuzzy-TOPSIS has been used
to optimize its process parameters. An optimum combination of Voltage – 10 V,
Pulse-on Time – 0.8 µs, Pulse-off Time – 170 µs and Wire Feed Rate – 15 m/min
has been obtained for simultaneous improvement of gear quality and wire-EDM
productivity has been achieved. The outcome of this work provides a set of wire-
EDM parameters for ready industrial use to manufacture quality gears with good
productivity. Further, it is hoped that the scholars and researchers will utilized the
Fuzzy-TOPSIS to solve MCDM problems for other manufacturing processes.

Keywords: Fuzzy · Gear · Productivity · Quality · TOPSIS · Wire-EDM

1 Introduction

In past few years, there have been significant attempts on nonconventional machining of
gears. Electric discharge machining (EDM), wire-EDM, laser beam cutting, and abra-
sive water jet machining are mainly the techniques used for gear machining [1–3]. A
gear is a machine element and used for motion and power transfer applications in a wide
range of instrument, equipment, devices, and machines. To address the specific applica-
tion requirements, appropriate selection of gear materials and optimum combination of
process parameters for gear machining are two essential factors. It is known that mate-
rials like brass and aluminium are the best fit for motion transmission requirements and
stainless steel is used for making gears which are to be used for torque transfer applica-
tions [4]. Machining is a subtractive type manufacturing process for making gears from
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a wide range of materials. Due to many limitations of conventional machining [1], the
advanced machining is being explored widely. The success of gear machining is based
on two factors, namely, gear quality and process productivity. To obtain the same, gear
machining should be done on an optimum combination of process parameters. In other
words, optimization is one of the main strategies to attain the best quality and produc-
tivity in gear machining. An optimization can be done using various statistical and soft
computing techniques or by their hybridization.

For multi-criteria decision making problems where conflicting type interests lie,
relevant techniques are required to be implemented. Hybrid techniques such as Fuzzy-
MOORA, Fuzzy-TOPSIS, Fuzzy-Grey and many other techniques have been used by
researchers in the past. Some of the important past work is discussed here as under.

Sahu and Andhare [5] used a combination of Teaching learning-based optimization
(TLBO) and genetic algorithm (GA) tominimize surface roughness andmachining force
while cutting Titanium grade 5 material. Gok [6] employed fuzzy TOPSIS and multi-
objective grey design and succeeded for machinability enhancement of ductile iron.
MOORA-Fuzzy hybrid technique for surface quality enhancement during wire-EDM
of NiTi alloy was used by Majumder and Maity [7]. Tripathy and Tripathy [8] used
TOPSIS and grey relational analysis for multi-performance optimization during powder
mixed electro-discharge machining of die steel. They obtained increment in material
removal rate from 2.564 to 9.87 mm3/min, reduction in tool wear rate from 0.0172 to
0.0034 mm3/min, and surface roughness decreased from 3.8 microns to 1.57 microns.
While end milling of Mg hybrid metal matrix composites, an integrated technique of
Taguchi-TOPSIS-GRA was used by Gopal and Prakash [9] and minimized the values
of machining force and temperature, and surface roughness of the workpiece.

Another successful attempt on advanced machining optimization was done by
Dewangan et al. [10] who used grey-fuzzy logic technique and optimized surface
integrity related parameters in EDM. Bhaumik and Maity [11] used response methodol-
ogy togetherwith the fuzzy based desirability function approach for optimization ofmulti
quality characteristics in powder-mixed electric discharge machining of AISI 304SS.
Material removal rate was improved from 2.3708 to 2.4591 mm3/min, tool wear rate
was decreased from0.03198 to 0.01066mm3/min, surface roughnesswas decreased from
6.33 to 5.124microns. RSM-Fuzzy-TOPSIS integratedMCDMtechniquewas employed
by Tiwary et al. [12] to optimize process parameters of micro-EDM for Ti-6Al-4V. They
obtained material removal rate – 0.076780 mg/min, tool wear rate – 0.021691 mg/min,
taper – 0.00243, over cut per mm – 0.01023 on optimum setting of pulse-on time – 8 µs,
current – 1.5 A, voltage – 30 V, and dielectric pressure – 0.15 kg/cm2.

The review of past work indicates that the hybrid optimization techniques are indeed
effective and have been effectively used for successful optimization of machining pro-
cess parameters. Fuzzy-TOPSIS is one of them. When talk about the optimization of
gear machining processes then very limited work is found and mainly based on the
implementation of statistical technique desirability analysis. There is a scarcity of work
on using MCDM based techniques to solve optimization problems in gear machining.

Thework reported in this paper fills that gapwhere Fuzzy-TOPSIS based hybrid tech-
nique has been implemented to wire-EDM of gears for multi-performance optimization.
The next sections will discuss about the various aspects of this work.
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2 Experimental Details and Methodology

Wire-EDMmachining of gears is done on a CNCWEDMmachine tool with the details
as given in [1, 13]. Figure 1 illustrates the sequence of tasks conducted in Wire-EDM
gear machining and optimization.

Fig. 1. Sequence of tasks in wire-EDM gear manufacturing.

Wire-EDM parameters considered and to be optimized are detailed in Sect. 3. The
optimization is targeted to secure the single set of wire-EDM parameters for the best
gear quality and process productivity. The selected gear quality indicators are average
and maximum surface roughness Ra and Rmax, and profile error Fa and pitch error Fp.
Whereas process productivity indicator is gear cutting rate GCR.

Fuzzy-TOPSIS hybridization uses a set of linguistic data to show opinions of the
decision maker, furthermore, the generation of fuzzy decision matrix and normalized
fuzzy decision matrix are from the further exploitation of these linguistic data sets [14–
16]. The following steps illustrate the computation of fuzzy ideal negative solution and
fuzzy ideal positive solution through the adoption of best weightage for each output
criteria. Lastly, the calculation and preferred order of the alternatives were determined
by the distances of each alternative from the ideal fuzzy negative and ideal fuzzy positive
solutions.

Step 1: Fuzzy decision matrix development, where each column denotes one attribute
and each row denotes one alternative [14]

(1)
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where column denotes the attributes (j = 1, 2, . . . , n) and each row represents the
possible alternatives (i = 1, 2, . . . ,m). Moreover, x̃ij represents the performance of
attribute Xj and alternative Ai.

Step 2: Fuzzy decision matrix normalization for matrix R̃

R̃ = [
r̃ij

]
m×r, i = 1, 2, . . . ,m and j = 1, 2, . . . , r, (2)

r̃ij value can be computed as follows for the beneficial criteria

r̃ij =
(
lij
n+
j

,
mij

n+
j

,
nij
n+
j

)

, (3)

non-beneficial criteria is computed as follows for the normalized value r̃ij

r̃ij =
(
l−j
nij

,
l−j
mij

,
l−j
lij

)

, (4)

where l−j = minlij and n+
j = maxnij.

Step 3: Weighted normalized fuzzy decision matrix Ṽ computation through finding the
product of the user-defined weight for each criterion and the corresponding normalized
fuzzy value.

Ṽ = [
vij

]
m×r, i = 1, 2, . . . ,m and j = 1, 2, . . . , r, (5)

ṽij = r̃ij × ∼
ωj, (6)

Step 4: Compute the fuzzy positive ideal and anti-ideal (negative) solutions as follows

AB = {(
max ñij |j ∈ J

); (
min ñij |j ∈ J

)}
, or

AB = {
ṽ+
1 , ṽ+

2 , ... ... ... ... ... ṽ+
n

}
, (7)

AW = {(
min ñij |j ∈ J

); (
max ñij |j ∈ J

)}
, or

AW = {
ṽ−
1 , ṽ−

2 , ... ... ... ... ... ṽ−
n

}
, (8)

where ṽ+
1 = (1, 1, 1), ṽ−

1 = (0, 0, 0), j = 1, 2, . . . , n the set of positive attributes are
represented by J and I is the set of negative attributes.

Step 5: SBi and SWi computation representing ideal positive and ideal negative solutions
of distance as follows:

SBi =
∑n

j=1
d
(
ṽij − ṽ+

j

)
, i = 1, 2, . . . ,m and j = 1, 2, . . . , n, (9)

SWi =
∑n

j=1
d
(
ṽij − ṽ−

j

)
, i = 1, 2, . . . ,m and j = 1, 2, . . . , n, (10)

where SBi and SWi are the distances that respectively denote each alternative form of best
and worst fuzzy solution.
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Step 6: Determine ranking score/relative closeness C+
i of each alternative

C+
i = SWi(

SBi + SWi
) , i = 1, 2, . . . ,m, 0 ≤ C+

i ≤ 1. (11)

Step 7: Organize a set of alternatives via showing the performance order based on the
value of ranking score in descending order and the most preferred alternative will be the
one with a maximum value of C+

i and vice versa.
Next section presents the implementation of Fuzzy-TOPSIS hybrid method on result

data sets of wire-EDM manufacturing of gears.

3 Results and Discussion

Table 1 shows the representation of four controllable factors, namely, Voltage (V), Pulse-
on Time (Ton), Pulse-off Time (Toff) and Wire Feed Rate (WF) together with their
high, medium and low levels as reported by [13]. Table 3 presents the experimental
layout together with the values of gear quality indicators i.e. average surface roughness,
maximum surface roughness, profile error, pitch error; and process productivity indicator
i.e. gear cutting rate. Fuzzy-TOPSIS has been applied on these data sets. In this study,
each alternative was basically identified in terms of specific linguistic variables namely:
very low, low, medium low, medium, medium high, high and very high, these were
assigned triangular fuzzy numbers (0, 0, 0.1), (0, 0.1, 0.3), (0.1, 0.3, 0.5), (0.3, 0.5, 0.7),
(0.5, 0.7, 0.9), (0.7, 0.9, 1.0) and (0.9, 1.0, 1.0) respectively. The main reason for this
was to compute the relative weights of the chosen output criteria that is Fa, Fp, Rt, Ra
and GCR.

Table 1. Variable parameters and their levels [13].

Variable
Parameter

Symbol Unit Level and
Corresponding
Value

−1 0 1

Voltage V V 5 10 15

Pulse-on
time

Ton µs 0.6 0.8 1.0

Pulse-off
time

Toff µs 90 130 170

Wire feed
rate

WF m/min 9 12 15



494 T. C. Phokane and K. Gupta

Table 2. Linguistic variable used for each alternative.

Linguistic variable Triangular fuzzy number
(TFNs)

Very Poor (VP) (0, 0, 1)

Poor (P) (0, 1, 3)

Medium Poor (MP) (1, 3, 5)

Fair (F) (3, 5, 7)

Medium Good (MG) (5, 7, 9)

Good (G) (7, 9, 10)

Very Good (VG) (9, 10, 10)

The current study focuses on both quality and productivity of gear manufacturing
and for this reason all criteria were given equal importance. The relative weight of each
criterion by the decision maker was “very high” where the triangular fuzzy number for
this classification is (0.9, 1.0, 1.0). Table 2 gives the linguistic variable based valuation
of all the available alternatives. Additionally, the valuation applied 7 different fuzzy
linguistic variables.

Table 3. Experimental combination and results for WEDM gear manufacturing [1].

Variable input parameters Experimental results

Run V
(V)

Ton
(µs)

Toff
(µs)

WF
(m/min)

Total
Profile
Error
“Fa”
values
(µm)

Accumulated
Pitch Error
“Fp” values
(µm)

Average
Surface
Roughness
“Ra”
values
(µm)

Maximum
Surface
Roughness
“Rt”
values
(µm)

Gear
Cutting
Rate
“GCR”
values
(mm3/min)

1 15 0.8 130 15 14.20 30.20 1.70 7.40 38.00

2 10 0.8 90 9 14.50 41.00 2.00 9.20 42.50

3 5 1.0 130 12 14.00 29.40 1.80 8.72 25.68

4 10 0.8 130 12 13.10 12.40 1.40 7.23 28.00

5 15 0.6 130 12 14.00 24.20 1.44 7.14 25.46

6 5 0.8 130 9 14.40 32.10 1.70 8.00 31.40

7 5 0.8 170 12 13.00 19.20 1.35 6.87 17.80

8 10 1.0 130 9 14.60 44.50 1.82 8.85 35.58

9 15 0.8 130 9 14.80 38.60 1.76 8.55 38.00

10 10 0.8 170 15 13.10 18.10 1.28 7.01 27.60

(continued)
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Table 3. (continued)

Variable input parameters Experimental results

Run V
(V)

Ton
(µs)

Toff
(µs)

WF
(m/min)

Total
Profile
Error
“Fa”
values
(µm)

Accumulated
Pitch Error
“Fp” values
(µm)

Average
Surface
Roughness
“Ra”
values
(µm)

Maximum
Surface
Roughness
“Rt”
values
(µm)

Gear
Cutting
Rate
“GCR”
values
(mm3/min)

11 15 0.8 170 12 14.40 35.00 1.71 7.30 28.20

12 15 1.0 130 12 15.20 40.80 1.92 8.90 42.42

13 10 0.8 130 12 12.80 16.25 1.65 7.00 30.50

14 10 0.8 130 12 12.50 11.80 1.70 6.78 34.50

15 10 0.8 130 12 13.10 15.00 1.60 6.90 27.80

16 15 0.8 90 12 14.80 35.70 1.87 8.70 36.45

17 10 0.8 170 9 13.80 32.40 1.68 7.80 25.54

18 10 1.0 90 12 13.90 38.00 1.97 9.80 40.73

19 5 0.8 90 12 14.30 34.00 1.61 8.20 28.00

20 10 0.8 130 12 13.00 18.20 1.76 7.11 32.00

21 10 0.6 90 12 14.20 28.35 1.63 7.30 28.16

22 10 0.6 170 12 11.70 9.40 1.40 7.00 24.00

23 10 0.8 90 15 13.50 25.10 1.55 8.23 32.45

24 10 1.0 130 15 14.00 27.00 1.74 8.70 37.17

25 5 0.6 130 12 13.30 20.65 1.14 6.72 16.08

26 10 0.6 130 9 13.50 25.00 1.49 7.45 30.64

27 10 1.0 170 12 14.60 32.80 1.65 7.90 28.80

28 5 0.8 130 15 13.00 22.40 1.25 6.75 22.10

29 10 0.6 130 15 12.00 16.00 1.18 6.90 20.26

The assessment process results are given in Table 4. The conversion of the data sets
into suitable triangular fuzzy numbers, formulated the fuzzy decision matrix. Table 5
illustrates the results from the conversion process. The assignment of fuzzy linguistic
variables is done by calculating the difference between maximum and minimum value
determined for each criterion then divided by 7 (representing the 7 linguistic variables) to
find an adding/subtracting factor. Since criteria Fa, Fp,Ra andRt are smaller-is-better, the
range is set from theminimumvalue of each, then the adding factor is added repeatedly to
form 7 ranges of data sets which are assigned the linguistic variables where theminimum
value is classified as “VG” and the maximum value as “VP”. Conversely for GCRwhere
higher-is-better, the process begins with the maximum value and the subtracting factor
is subtracted repeatedly to form 7 ranges of data sets which are assigned the linguistic
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Table 4. Results of the assessment.

Output responses Fuzzy linguistic variables

Fa
(µm)

Fp
(µm)

Ra
(µm)

Rt
(µm)

GCR
(mm3/min)

Fa
(µm)

Fp
(µm)

Ra
(µm)

Rt
(µm)

GCR
(mm3/min)

14.20 30.20 1.70 7.40 38.00 P MP MP G G

14.50 41.00 2.00 9.20 42.50 P VP VP P VG

14.00 29.40 1.80 8.72 25.68 MP F P MP MP

13.10 12.40 1.40 7.23 28.00 MG VG MG G F

14.00 24.20 1.44 7.14 25.46 MP MG MG VG MP

14.40 32.10 1.70 8.00 31.40 P MP MP MG MG

13.00 19.20 1.35 6.87 17.80 MG G G VG VP

14.60 44.50 1.82 8.85 35.58 P VP P MP G

14.80 38.60 1.76 8.55 38.00 VP P P MP G

13.10 18.10 1.28 7.01 27.60 MG G G VG F

14.40 35.00 1.71 7.30 28.20 P P MP G F

15.20 40.80 1.92 8.90 42.42 VP VP VP MP VG

12.80 16.25 1.65 7.00 30.50 MG G MP VG F

12.50 11.80 1.70 6.78 34.50 G VG MP VG MG

13.10 15.00 1.60 6.90 27.80 MG G F VG F

14.80 35.70 1.87 8.70 36.45 VP P P MP MG

13.80 32.40 1.68 7.80 25.54 MP MP MP MG MP

13.90 38.00 1.97 9.80 40.73 MP P VP VP VG

14.30 34.00 1.61 8.20 28.00 P MP F F F

13.00 18.20 1.76 7.11 32.00 MG G P VG MG

14.20 28.35 1.63 7.30 28.16 P F F G F

11.70 9.40 1.40 7.00 24.00 VG VG MG VG MP

13.50 25.10 1.55 8.23 32.45 F F F F MG

14.00 27.00 1.74 8.70 37.17 MP F MP MP MG

13.30 20.65 1.14 6.72 16.08 F MG VG VG VP

13.50 25.00 1.49 7.45 30.64 F F MG G F

14.60 32.80 1.65 7.90 28.80 P P MP MG F

13.00 22.40 1.25 6.75 22.10 MG MG VG VG P

12.00 16.00 1.18 6.90 20.26 VG G VG VG P

variables where the maximum is classified as “VG” and the minimum value will be
“VP”.
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Table 5. Fuzzy decision matrix.

Run Fa (µm) Fp (µm) Ra (µm) Rt (µm) GCR (mm3/min)

1 (0, 1, 3) (1, 3, 5) (1, 3, 5) (7, 9, 10) (7, 9, 10)

2 (0, 1, 3) (0, 0, 1) (0, 0, 1) (0, 1, 3) (9, 10, 10)

3 (1, 3, 5) (3, 5, 7) (0, 1, 3) (1, 3, 5) (1, 3, 5)

4 (5, 7, 9) (9, 10, 10) (5, 7, 9) (7, 9, 10) (3, 5, 7)

5 (1, 3, 5) (5, 7, 9) (5, 7, 9) (9, 10, 10) (1, 3, 5)

6 (0, 1, 3) (1, 3, 5) (1, 3, 5) (5, 7, 9) (5, 7, 9)

7 (5, 7, 9) (7, 9, 10) (7, 9, 10) (9, 10, 10) (0, 0, 1)

8 (0, 1, 3) (0, 0, 1) (0, 1, 3) (1, 3, 5) (7, 9, 10)

9 (0, 0, 1) (0, 1, 3) (0, 1, 3) (1, 3, 5) (7, 9, 10)

10 (5, 7, 9) (7, 9, 10) (7, 9, 10) (9, 10, 10) (3, 5, 7)

11 (0, 1, 3) (0, 1, 3) (1, 3, 5) (7, 9, 10) (3, 5, 7)

12 (0, 0, 1) (0, 0, 1) (0, 0, 1) (1, 3, 5) (9, 10, 10)

13 (5, 7, 9) (7, 9, 10) (1, 3, 5) (9, 10, 10) (3, 5, 7)

14 (7, 9, 10) (9, 10, 10) (1, 3, 5) (9, 10, 10) (5, 7, 9)

15 (5, 7, 9) (7, 9, 10) (3, 5, 7) (9, 10, 10) (3, 5, 7)

16 (0, 0, 1) (0, 1, 3) (0, 1, 3) (1, 3, 5) (5, 7, 9)

17 (1, 3, 5) (1, 3, 5) (1, 3, 5) (5, 7, 9) (1, 3, 5)

18 (1, 3, 5) (0, 1, 3) (0, 0, 1) (0, 0, 1) (9, 10, 10)

19 (0, 1, 3) (1, 3, 5) (3, 5, 7) (3, 5, 7) (3, 5, 7)

20 (5, 7, 9) (7, 9, 10) (0, 1, 3) (9, 10, 10) (5, 7, 9)

21 (0, 1, 3) (3, 5, 7) (3, 5, 7) (7, 9, 10) (3, 5, 7)

22 (9, 10, 10) (9, 10, 10) (5, 7, 9) (9, 10, 10) (1, 3, 5)

23 (3, 5, 7) (3, 5, 7) (3, 5, 7) (3, 5, 7) (5, 7, 9)

24 (1, 3, 5) (3, 5, 7) (1, 3, 5) (1, 3, 5) (5, 7, 9)

25 (3, 5, 7) (5, 7, 9) (9, 10, 10) (9, 10, 10) (0, 0, 1)

26 (3, 5, 7) (3, 5, 7) (5, 7, 9) (7, 9, 10) (3, 5, 7)

27 (0, 1, 3) (0, 1, 3) (1, 3, 5) (5, 7, 9) (3, 5, 7)

28 (5, 7, 9) (5, 7, 9) (9, 10, 10) (9, 10, 10) (0, 1, 3)

29 (9, 10, 10) (7, 9, 10) (9, 10, 10) (9, 10, 10) (0, 1, 3)

Table 5 details the data sets of the fuzzy decision matrix to be normalized using
Eq. (3). The normalized fuzzy decision matrix was then multiplied with the respective
relative weights of eachmachining criterion and their corresponding values, the resultant
matrix values were then converted into crisp values and presented in Table 6.
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Table 6. Crisp values for weighted normalized fuzzy decision matrix.

Crisp values

Run Fa (µm) Fp (µm) Ra (µm) Rt (µm) GCR (mm3/min)

1 0.133 0.297 0.297 0.843 0.843

2 0.133 0.033 0.033 0.133 0.937

3 0.297 0.490 0.133 0.297 0.297

4 0.683 0.937 0.683 0.843 0.490

5 0.297 0.683 0.683 0.937 0.297

6 0.133 0.297 0.297 0.683 0.683

7 0.683 0.843 0.843 0.937 0.033

8 0.133 0.033 0.133 0.297 0.843

9 0.033 0.133 0.133 0.297 0.843

10 0.683 0.843 0.843 0.937 0.490

11 0.133 0.133 0.297 0.843 0.490

12 0.033 0.033 0.033 0.297 0.937

13 0.683 0.843 0.297 0.937 0.490

14 0.843 0.937 0.297 0.937 0.683

15 0.683 0.843 0.490 0.937 0.490

16 0.033 0.133 0.133 0.297 0.683

17 0.297 0.297 0.297 0.683 0.297

18 0.297 0.133 0.033 0.033 0.937

19 0.133 0.297 0.490 0.490 0.490

20 0.683 0.843 0.133 0.937 0.683

21 0.133 0.490 0.490 0.843 0.490

22 0.937 0.937 0.683 0.937 0.297

23 0.490 0.490 0.490 0.490 0.683

24 0.297 0.490 0.297 0.297 0.683

25 0.490 0.683 0.937 0.937 0.033

26 0.490 0.490 0.683 0.843 0.490

27 0.133 0.133 0.297 0.683 0.490

28 0.683 0.683 0.937 0.937 0.133

29 0.937 0.843 0.937 0.937 0.133
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Table 7. Fuzzy-TOPSIS results.

Run Euclidean distance
ideal best SBi

Euclidean distance
ideal worst SWi

SBi + SWi Performance score Ci Rank

1 1.217 1.209 2.426 0.498 16

2 1.710 0.914 2.624 0.348 27

3 1.440 0.653 2.093 0.312 28

4 0.580 1.589 2.169 0.733 2

5 0.973 1.342 2.315 0.580 13

6 1.262 0.997 2.259 0.441 17

7 0.947 1.597 2.545 0.628 10

8 1.589 0.863 2.452 0.352 25

9 1.589 0.863 2.452 0.352 25

10 0.530 1.661 2.191 0.758 1

11 1.381 0.977 2.358 0.414 19

12 1.690 0.941 2.631 0.358 24

13 0.826 1.474 2.300 0.641 8

14 0.695 1.667 2.362 0.706 4

15 0.687 1.520 2.207 0.689 5

16 1.606 0.715 2.322 0.308 29

17 1.305 0.837 2.141 0.391 21

18 1.639 0.946 2.585 0.366 23

19 1.286 0.840 2.126 0.395 20

20 0.885 1.525 2.410 0.633 9

21 1.119 1.137 2.256 0.504 15

22 0.688 1.715 2.403 0.714 3

23 0.929 1.121 2.050 0.547 14

24 1.222 0.916 2.138 0.429 18

25 1.039 1.504 2.543 0.591 12

26 0.819 1.305 2.125 0.614 11

27 1.401 0.849 2.250 0.377 22

28 0.880 1.577 2.457 0.642 7

29 0.809 1.765 2.573 0.686 6

Table 7 presents results of Fuzzy-TOPSIS with the ranks where the Euclidean dis-
tance ideal best and the Euclidean distance ideal worst are determined by Eq. (9) and 10
respectively, then finding the sum of the two distances and the performance score (Ci)
is found by Eq. (11).
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Fuzzy-TOPSIS hybrid technique has resulted in the optimum combination of wire-
EDM parameters corresponding to experiment 10 with a rank of 1. It can be said that for
simultaneous improvement of gear surface quality and productivity of the wire-EDM
process, the machining should be on Voltage – 10 V, Pulse-on Time – 0.8 µs, Pulse-off
Time – 170 µs and Wire Feed Rate – 15 m/min.

4 Conclusion

In the present work, procedure of implementing hybrid MCDM technique Fuzzy-
TOPSIS for simultaneous optimization of gear quality and process productivity dur-
ing Wire-EDM has been reported. The results of this multi-performance optimization
are Voltage – 10 V, Pulse-on Time – 0.8 µs, Pulse-off Time – 170 µs and Wire Feed
Rate – 15 m/min for the best values of gear quality in terms of profile error – 13.10 µm,
pitch error – 18.10 µm, average roughness – 1.28 µm, maximum roughness – 7.01 µm,
and process productivity with gear cutting rate 27.60 mm3/min. Further, by making
amendments in weights etc., for the desired response, machining parameters can be
optimized. The optimized parameters of Wire-EDM are for ready industrial reference
and can be utilized to obtain the quality gears at the high productivity by Wire-EDM.
The outcomes of the present work further encourage researchers and scholars to utilize
the Fuzzy-TOPSIS like hybrid optimization techniques to solve multi-criteria decision
making problems in other manufacturing processes.
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Abstract. The paper applies to settling the actual, scientific and technical problem
of increasing the load-carrying capacity of compressor impeller blades made of
heat-resistant nickel alloy EhK79 by technological methods. By using the system
approach to the investigation of surface layer characteristics of blade aerodynamic
surfaces together with process operations, the application of high-speed milling
and strain hardening is substantiated for increasing the strength margin of blades
concerning multi-cycle fatigue resistance. Established are the reasons for blades
breakage in the course of the operation andbasic principles of forming surface layer
characteristics of aerodynamic surfaces during shape formation by high-speed
line-by-line milling and strain hardening at ultrasonic installation. Determined are
the rational process conditions and ranges of process operation factors as well as
the range of rational levels of surface cold working of blade aerodynamic surfaces,
in which the maximum strength margin is ensured. The issues of forming the
surface layer characteristics of centrifugal wheel vanes made of Ni-based EhK79,
heat-resistant alloy during high-speed line-by-line milling have been considered.
The effects of strain hardening with balls on endurance limits within the range of
operating temperatures have been investigated. Technological recommendations
are advised on machining and hardening processing of vanes, which provide for
the increase of their load-bearing capacity.

Keywords: Compressor impeller · Surface layer characteristics · Residual
stresses · Surface cold working · Flexible parameters · Endurance limit ·
High-speed milling · Strain hardening

1 Introduction

The rotor blades are the critical parts of the rotor of a gas turbine engine, limiting the
resource of its operation. To increase the margin of their strength and reduce the mass
of the rotor, various advanced materials are used [1]. Due to increased requirements
for strength characteristics of the materials that are used for the manufacture of the
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high-pressure turbine and compressor disks (Fig. 1), new nickel-based high-temperature
alloys such as EpH742, EhK79, EhK151, EpH975, and other alloys are widely used
actually in all up-to-date gas turbine engines [2, 3]. These alloys feature high ultimate
strength of 1300 to 1500 MPa and an operating temperature of 850 to 975 °C.

Fig. 1. Fragment of centrifugal compressor bling with blades.

Possessing high strength, these alloys are characterized by extremely poor machin-
ability. For example, the machining factor for the EpH742 alloy is 0.75 of that for the
EI698 alloy and as low as 0.5 for the EhK79 alloy. In this case, recommended cutting
speed is 3 to 3.5 times lower than that for the EI698 alloy. Poor machinability is the
main cause of heavy wear of the tool cutting edges during machining, which causes the
generation of residual tensile stresses in the surface layer of the workpieces. From the
point of view of bearing capacity, the residual tensile stresses are unfavorable ones. In
addition, excessive hardening of the surface layer takes place. Considering the impor-
tant and ambiguous role of the strain hardening of the surface layer for parts operating
at elevated temperatures, a rational degree of hardening must be determined. This will
make it possible to control the quality of the surface at all stages of the technological
cycle of manufacturing blades to achieve their maximum bearing capacity.

2 Literature Review

It is known that technological heredity in the surface layer of parts is formed at all
stages of their processing [4, 5]. In this case, cutting usually contributes to the for-
mation of unfavorable tensile residual stresses [6]. Heat treatment promotes partial or
complete relaxation of stresses. Hardening treatment leads to the formation of favorable
compressive residual stresses [7].

The reasons for the ambiguity of the role of hardening are both a direct decrease
in the strength of the deformed material and the relaxation of residual stresses at high
temperatures. Thus, the residual stresses arising during finishing are particularly impor-
tant [8]. It is known that tensile stresses deteriorate the dynamic strength and chemical
resistance of materials. Compressive stresses in the surface layer lead to an increase
in the endurance limit. Rough surfaces and machining artifacts are also areas where
compressive residual stresses are extremely effective. The influence of various stress
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concentrators, including material defects and inclusions, which also reduce the strength
of parts [9], can be effectively eliminated due to technological compressive stresses.
They also play a significant role in increasing the endurance of parts with structural
stress concentrators [10, 11] and in retardation of crack propagation rate [12]. Different
methods for the stress concentrators eliminate like deburring of engineered parts [13]
and sticking minimization [14]. Are investigated. The exclusive role of surface strain
hardening of parts operating under variable loads is known and beyond doubt [15].
The effectiveness of surface hardening has been confirmed for titanium [16], steel [17],
aluminum [18], and other alloys. However, the question of the role of hardening parts
made of iron-nickel alloys and operating at elevated temperatures remains debatable.
Obviously, a rational degree of deformation of the surface layer exists.

The main criterion for the performance of materials under conditions of variable
loading is fatigue resistance at operating temperature [19, 20]. To increase the fatigue
resistance of gas turbine engine parts, methods of surface-plastic hardening with free
shot are widely used. At the same time, to calculate the margin of safety and service life,
as well as to optimize the modes of surface hardening, it is necessary to have information
about the influence of the characteristics of the surface layer on fatigue resistance. Taking
into account the anomalous temperature dependence of the endurance limit inherent in
some nickel and other alloys having a face-centered cubic lattice [2], the issue of the
effect of surface hardening on fatigue resistance at operating temperatures is relevant.

The purposes of the present publication are the determination of the mechanism of
generation of characteristics in the surface layer on compressor impeller vanes for the
up-to-date aircraft engine, that is made of the EhK79 [16Co-12Cr-5Mo-3Nb—3.3Al-
3W-3Ti—0.8V-Ni(base)] nickel-base superalloy duringmachining and hardening, inves-
tigation of the effect of strain hardening on the durability of vanes within operating tem-
peratures range as well as the development of recommendations aimed at technological
ensuring bearing capacity.

3 Materials and Methods

Advancedmachining technology that is based on high-speed cuttingwas used to generate
blade geometry. The airfoil portions of the bladeswere finishedwith the aid of the Starrag
ZS-500 high-speed machining center by using milling cutters that were made of Swiss
hard alloy that is similar to theVK10HOMalloy bymachining. Rowmillingwas used for
finishing. Duringmachining, the cutting area was sufficiently flushed with coolant. After
machining, the quality of the surface layer was checked by surface roughness, value,
sign, and nature of the distribution of residual stresses and rate of surface hardening.
The rate of surface hardening means the relation between microhardness of specimen
surface and microhardness of its core expressed in per cents.

The main criterion for the quality of the surface layer was the endurance limit of
flat laboratory samples at operating temperature. Cantilever-supported flat specimens
were tested in lateral bending on a piezoelectric shaker with a vibration acceleration
control sensor under resonance conditions under a symmetric loading cycle. The 1%
decrease in frequency relative to the initial frequency was taken as a failure criterion of
the specimen. The endurance limit was determined by the “ladder” method. The average
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value of the endurance limit was calculated for failed specimens and full-scale blades
via the following formula:

σ = σ0 + �σ

(
A

N
− 1

2

)
(1)

where σ0 is the lowest stress value in tests, A =
n∑

i=1
i · ri; I = 0, 1, 2…n; n is the serial

number of load level, ri is the number of equal events (failures or non-failures) at the

i-th load level, and N =
n∑

i=0
ri is the total number of equal events.

According to the results of testing the samples by the least-squares method, the
parameters of the equation of the left branch of the endurance curve were determined in
semilogarithmic coordinates:

σ(N ) = b− k lg(N ). (2)

The degree of surface hardening was assessed by the change in the microhardness
of the surface layer before and after treatment:

S = Hsurf
μ − H int

μ

H int
μ

· 100%, (3)

where Hsurf
μ is the surface microhardness after hardening, MPa; H int

μ is the initial
microhardness of the surface, MPa.

The endurance limit was determined for samples with different degrees of work
hardening of the surface layer. The deformation hardening of the surface layer of the
aerodynamic surfaces of the blades was carried out due to the kinetic energy of steel balls
in an ultrasonic field. Hardening was carried out according to the regime: the diameter
of the balls is 1.6 mm; hardening time 10–15 min; processing intensity 4.1–4.2 mV; the
total mass of the balls is 400 g.

The effect of surface hardening was evaluated by the amount of work hardening and
residual stresses in the surface layer. The study of residual stresses in the surface layer of
the blade airfoil was performed by drilling small holes, by the standard of the American
Society for Testing and Materials ASTM E837 [21]. The measurements were carried
out on a SINT RESTAN MTS 3000 plant (Italy).

Hardening of the surface layer was investigated by measuring the microhardness
at various distances from the surface on “oblique sections”. The measurement was
performed on a Vickers microhardness tester model HVA-1 with an indenter load of
50 g.

4 Result and Discussion

Development of the up-to-date machining technology and ensuring the favorable com-
bination of characteristics of the surface layer of the parts that are made of up-to-date
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super alloys nowadays is considered to be one of the actual problems in aero-engine
manufacture.

To determine the mechanism of generation of stress on the surface layer and surface
roughness of vane airfoil depending upon milling conditions, an experiment with two
factors thatwere varied at two levelswas run. The followingmilling conditionswere used
as factors: machine tool spindle speed, rpm (X1); minute milling cutter feed, mm/min
(X2). Response functions were described by the following surface equation:

Y (X 1,X 2) = a + b1X 1+ b2X 2. (4)

The intervals of variation of factors were chosen depending on the area where they
were determined and the technical feasibility of the experiment (Table 1).

Table 1. Levels of factors during implementation of experiments.

Factor Interval of variation Level −1 Level 0 Level +1

N, rpm (X1) 160 800 960 1120

S, mm/min (X2) 60 300 360 420

To prevent experimental error, each experiment at the given levels was carried out
two times, and results were averaged. Table 2 shows the experimental design matrix and
obtained values of response functions. Obtained response functions are as follows:

– for residual stress:

σ0 = −210− 15 · X 1− 30 · X 2;
– for airfoil roughness in a longitudinal direction:

Ra = 0.31+ 0.04 · X 1+ 0.0017 · X 2;
– for airfoil roughness in a transverse direction:

Ra = 0.6− 0.07 · X 1+ 0.16 · X 2

where X1 is the machine tool spindle speed in coded scale; X2 is the minute milling
cutter feed in coded scale.

Since coefficients at independent variables in the received regression equation that
describes the dependence of the vane airfoil roughness in a longitudinal direction depend-
ing upon milling conditions are statistically insignificant for the given level of signifi-
cance, it may be considered that in the above range change in milling conditions affects
only roughness in the transverse direction, i.e. row height.

Analysis of the effect of the high-speed milling conditions on residual stress in the
surface layer shows that compressing residual stresses are generated in the surface layer
of the blades irrespective of the machining conditions. The peculiarity of the residual
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Table 2. Experiment design matrix and obtained values of response functions.

Condition
No.

Coded
scale

Natural scale of
factors

Hardening
rate, %

Max.
compressing
residual
stresses, MPa

Roughness in
the
longitudinal
direction, μm

Roughness
in the
transverse
direction,
μm

X1 X2 X1 rpm X2 mm/min S σ0 S2 Ra S2

10–5
Ra S2

10–5

1 +1 +1 1120 420 25 250 24.5 0.700 19.8 0.384 16.2

2 −1 +1 800 420 28 230 21.4 0.813 15.3 0.255 15.9

3 +1 −1 1120 300 30 200 16.8 0.358 16.2 0.329 15.4

4 −1 −1 800 300 30 160 26.0 0.526 14.6 0.303 16.7

Estimated coefficients variance – 22.18 – 16.5 – 16.1

stress after milling was that neither value nor nature of the distribution of the residual
stresses was independent of the place of specimen cutting in the vane airfoil, which
testifies to identicalmachining of the airfoil portion and stability of the cutting procedure.
Diagrams of residual stresses had under layer maximum at a depth of 15 to 25 microns
from the surface, which is typical for the residual stresses, generated under the action of
power factor (Fig. 2).

Fig. 2. Diagram of average values distribution in the surface layer after high-speed row milling
using different conditions: 1 – condition No. 1; 2 – condition No. 2; 3 – condition No. 3.

The main cause of propagation of compressing residual stresses in the surface layer
of the vane after high-speed row milling is as follows: at high-speed machining, the
main amount of heat is concentrated in chips and it has no sufficient amount of time
to be transferred into surface layer while normal component of cutting force does not
depend upon cutting speed and may reach considerable value. As a result, the action
of strengthening the power factor exceeds that of heating and weakening one thereby
causing the generation of favorable compressing stresses in the surface layer.
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The established empirical dependencies between milling conditions and character-
istics of the surface layer show that the value of the residual stresses is dependent
both on milling cutter feed and machine tool spindle rpm, i.e. cutting speed. As they
are increased, residual compressing stresses of high levels are generated in the surface
layer. The surface roughness of the airfoil portion similar to the value of the residual
stresses is dependent on machining conditions. An increase in the minute feed of the
milling cutter causes an increase in the value of the microasperity while the increase in
cutting speed results in a decrease in microasperity. The rate of hardening of the sur-
face layer of the vanes practically was independent of milling conditions and its value
was within 25 to 30% (Table 1). Irrespective of the machining conditions, high-speed
row milling ensured the accuracy of shape, dimensions, and the positional relationship
between airfoil portions of the vanes.

Taking into consideration the fact that the condition of the surface layer of parts that
work under conditions of alternating loading largely affects their bearing capacity is
necessary during the development of the production process for the manufacture of the
compressor impeller vanes to provide for hardening operations. They are aimed at the
generation of a favorable combination of characteristics of the surface layer of the vane
airfoil portions thereby ensuring their maximum endurance.

In order to investigate the effect of hardening of vane surface layer on endurance, 7
lots of plane specimens (14 to 16 pcs) were subjected to ultrasonic hardening with the
use of steel beads having dia. of 1.6 mm and the time of hardening was varying (Table 3).
The specimens were tested within a range of operating temperature, i.e. 20 °C, 500 °C,
and 700 °C.

Table 3. Microhardness of the surface layer of specimens after ultrasonic hardening

No. Average
microhardness Hμ,
MPa

Rate of hardening S, % Standard deviation
SHμ, MPa

Coefficient of
variation, ν

1 2717 Initial 95 0.035

2 3070 13 141 0.046

3 3342 23 110 0.033

4 3451 27 120 0.035

5 3695 36 121 0.033

6 4103 51 117 0.028

7 4619 70 118 0.026

Fatigue testing was carried out based on 2·107 cycles at the cantilever bending of
specimens loaded by the forces of inertia of their weight. Fatigue curves testing temper-
atures irrespective of the surface layer condition (Fig. 3 and 4) consisted of the oblique
and horizontal branches.

Fatigue test results of the investigated batches of specimens at normal and high
temperatures showed (Fig. 5) that the fatigue value of initial specimens increases as
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Fig. 3. Fatigue curves of the specimens at t = 20 °C: 1( ●) – initial specimens; 2( □) – S = 23%;
3(▲) – S = 27%; 4( ○) – S = 36%; 5( ■) – S = 51%; 6 ( ◊).

Fig. 4. Fatigue curves of the specimens at t = 500 °C: 1( ●) – initial specimens; 2( □) – S = 23%;
3( ○) – S = 36%; 4( ■) – S = 51%; 5( ♦) – S = 70%.

the temperature increases. Thus, at the temperatures of 500 °C and 700 °C, the fatigue
value of the specimens is higher than at 20 °C by 25.8% and 65.5% accordingly. Surface
cold-work hardening both at normal and high temperatures brings about the increase of
the fatigue value and reduction of endurance dissipation till failure. But with the increase
of the testing temperature to 500 °C the intensity of the fatigue value increase is getting
reduced as the cold-work hardening increases.

The rational range of cold-work hardening level of the vanes airfoil surface layer
can be assumed as 45 to 55%, within which we observe the peak of endurance value
at temperature 20 °C and asymptotic approximation to maximum endurance value at
temperature 500 °C.

To make provision for a rational level of the airfoil surfaces of the vanes of the
compressor full-scale centrifugal impeller we investigated the matter what was the effect
of hardening time on the cold work hardening level (Fig. 6).
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Fig. 5. Dependence of specimens’ fatigue value on testing temperature and cold-work hardening
level: 1( ●) – t = 20 °C; 2( ■) – t = 500°; 3(▲) – t = 700 °C.

Fig. 6. Dependence of cold-work hardening level of the airfoil (1) and an end portion (2) of
compressor centrifugal impeller vanes on hardening time 1 – hardening time, min; 2 – cold-work
hardening level, %.

The results of the investigation showed that the required cold-work hardening level
of the surface layer of the vane airfoil and end portion can be provided for 12 to 14 min.
When hardening with balls having a diameter of 1.6 mm in the wave concentrator of the
cup type.

Complex investigations of the rules of drawing up characteristics of the surface layer
of the parts made of EhK79 alloy during machining and hardening processing and their
effects on endurance within the range of operating temperatures made it possible to
develop technological recommendations and organization and technological measures
to increase operating reliability of compressor centrifugal impeller vanes.
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5 Conclusion

It is the most expedient to perform form-building geometry of compressor centrifugal
impeller vanes using high-speed row milling. The rational high-speed row milling is
as follows: minute milling feed – 300 mm/min; spindle rotational speed with milling
cutter dia.12 mm – 1150 rpm (the actual cutting speed 42–43 m/min). When using such
machining conditions, the considerable compression residual stresses are getting formed
in the surface layer of the vanes and the surface roughness does not exceed the value
specified in the compressor centrifugal impeller vanes’ working drawing.

Strain hardening of the vanes’ surface layer with steel balls at ultrasonic hardening
installation is an effective technological method for their bearing capacity to increase
under conditions of normal and high temperatures. The rational range of the vanes’
surface layer cold - work hardening level is from 45 to 55%, in which maximum fatigue
value is observed.

Ultrasonic hardening of compressor centrifugal impeller vanes made of EhK79 alloy
shall be implemented in the wave concentrator of the cup type with steel grade balls
having a diameter of 1.6 mm. The rational condition of compressor centrifugal impeller
vanes’ ultrasonic hardening is as follows: hardening intensity - from 50 to 55 mA,
hardening time - from 12 to 14 min. Under such conditions and hardening conditions
in the surface layer in the vane airfoil and end portion the most rational combination of
characteristics, from the fatigue viewpoint, is formed.
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Abstract. Enterprises that produce finished products from sheet material are usu-
ally focused on fulfilling orders of awide range. Thewide range and small volumes
of batches of products force such enterprises to often readjust their technological
equipment. Due to the fact that the readjustment affects the entire technological
chain of sheet material processing, flexible technological solutions are of high
value. Introduction of the robotic welding complexes allows to pass quickly from
one to another operation of laserwelding of various details. Reducing theweight of
products by reducing the thickness ofwelded parts is a common trend for the above
industries. It aims to reduce the cost of products to increase their competitiveness.
At the same time, reducing the thickness of parts encourages manufacturers to
find ways to increase the structural strength of products. The task for technolo-
gists is to optimize the parameters of technological processes of welding to obtain
high-quality welded joints with not only the required design, but also with a given
geometry, the necessary parameters of the structure and the level of physical and
mechanical properties. The aim of this work is to optimize the parameters of laser
welding procedure of AISI 321 stainless steel T-joints according to three different
technological procedures for their further use in the library of robotic welding
complex. The optimal modes for three welding procedures are established, which
ensure the production of defect-free structures, the formation of a given geometry
and the highest level of mechanical properties.

Keywords: Robotics · Laser welding · Parameters · Optimization ·
Technological procedure · Stainless Steel

1 Introduction

Competition in the market in various industries encourages manufacturers to find effec-
tive and flexibleways to improve technological processes, equipment and product quality
while reducing production costs [1–3]. The main directions of development of modern
technological systems in production include the following: Smart Manufacturing and
Industry 4.0 Strategy [4]; extensive use of computational methods in engineering [5–7];
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application of machine learning [8]; use of artificial neural networks and fuzzy logic sys-
tems [9]; use of modern CAD systems for design [10]; mathematical modeling and fore-
casting the properties of various structures [11–13]; introduction of intelligent production
systems [14]; production automation [15]; improvement and increasing involvement of
robotics in production processes [16]; use of optimization methods in engineering [17–
19], etc. At the same time, competition in the market also stimulates the development of
research aimed at creating and improving modern technological processes of materials
processing, which include beam technologies [20–22]. The technological processes that
use laser beam include 3D prototyping [23–25], welding [26–28], surface treatment,
coating and cladding [29–31], etc. Laser welding technologies have found their use
in the manufacture of various products in many industries [32–34]: rocketry; aircraft
construction; production of railway cars; automotive industry; chemical industry, etc.
Reducing the weight of products by reducing the thickness of welded parts is a common
trend for the above industries. It is aimed at reducing the cost of products to increase their
competitiveness [35–37]. At the same time, reducing the thickness of parts encourages
manufacturers to find ways to increase the structural strength of products. The task for
technologists is to optimize the parameters of welding processes to obtain high-quality
welded joints not only of the required design, but also with a given geometry, with the
necessary parameters of the structure and the level of physical andmechanical properties.

The aim of this work is to optimize the parameters of laser welding procedure of
AISI 321 stainless steel T-joints according to three different technological procedures
for their further use in the library of robotic welding complex.

Enterprises that produce finished products from sheet material are usually focused on
fulfilling orders of awide range. Thewide range and small volumes of batches of products
force such enterprises to often readjust their technological equipment. Due to the fact
that the readjustment affects the entire technological chain of sheet material processing,
flexible technological solutions are of great value. The introduction of robotic welding
systems allows to quickly switch between laser welding operations of various parts. The
ability to perform readjustment and reprogramming of the station in a short time during
the performance of welding technological tasks, is provided by technological equipment
for fixation of parts and programming in offline mode. An integrated approach to the
technological chain in the processing of sheet material provides a noticeable economic
effect to the owner of the station. Therefore, the task of creating “libraries” of pre-worked
welding procedures becomes relevant.

The introduction of laserwelding can reduce the percentage of defective products and
the complexity of their manufacture, and also increase productivity compared to other
types ofwelding. It is expected thatwhen using variations in temperature and time param-
eters of the laser welding process of thin-sheet stainless steels, a fine-grained weld struc-
ture will be obtained, which will provide similar strength and ductility characteristics to
the base metal.

However, known laser welding methods also have drawbacks. Laser exposure is
characterized by a rigid thermal cycle that causes changes in the structure of thematerial,
the occurrence of stresses and deformations, that lead to microdefects, significantly
impairing the mechanical properties, and, consequently, reducing the reliability and
durability of products. To eliminate these shortcomings, it is necessary to study the
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structural features that are associated with the emergence of internal stresses and can
lead to the formation of microcracks. In this regard, it was necessary to conduct detailed
research at different structural levels using complex methods that will investigate the
structural-phase state of welded joints formed by laser welding.

2 Materials and Research Methods

T-joints made of stainless steel are widely used in the manufacture of thin-walled hous-
ings of various parts and products. Depending on the purpose and operating conditions of
individual parts and products in general, on the geometry and properties of these joints,
designers may have different technical requirements. To meet these requirements, it is
necessary to test the welding procedure in accordance with the requirements of EN ISO
15614-11:2016 “Specification and qualification ofwelding procedures formetallicmate-
rials. Welding procedure test. Electron and laser beam welding”. The resulting welding
procedures can be used in the manufacture of welded T-joints with a given geometry,
structure and properties by means laser welding.

In this study, the authors were tasked with testing the parameters of laser welding
of AISI 321 stainless steel T-joints by three different technological procedures for their
further use in the library of robotic welding.

T-joints were welded using industrial robot manipulator “FANUC M710” and laser
“ROFIN-SINAR” “DY044” from AISI 321 stainless steel: 1.2 mm thick sheets were
used for ribs, and 0.8 mm thick sheets - for shelf.

Metallographic studies of the structure of welded joints for all procedures were
performed using a light microscope Versamet-2 (Japan) at magnifications × 50…500.
The images were recorded with the OLYMPUS digital camera that the microscope is
equipped with. Microhardness (HV) was measured under a load of 100 g on an M-400
hardness tester (USA, Leco). Base metal, weld metal, fusion line were studied in detail
in welded joints. Studied structural parameters are: grain sizes (D); width (h) and length
(l) of crystallites; crystallite form factor (æ = l/h); the width of the transition zones (δ).

3 Results and Discussion

The technological procedures of laser welding differed as follows. According to the first
task, it was necessary to obtain a welded T-joint with a slot weld on the side of the shelf
in one pass (Fig. 1). The optimization criterion was to obtain the highest possible value
of strength for uniaxial static tensile testing, geometry of the joint was not considered.

The optimization of laser welding parameters in one pass in the pulsed mode of laser
beam generation was performed according to the first procedure of T-joints welding.
Ranges of parameters changes of modes are: power of laser radiation in a pulse Pmax =
3.0–4.4 kW;pulse frequency100–250Hz; the focus deepeningof the laser beamradiation
2.0–4.0 mm relative to the surface of the samples; welding speed 50–100 mm/s. The
maximum value of strength in the uniaxial static tensile testing was obtained using the
following parameters (hereinafter – mode I): power of laser radiation in the pulse Pmax

= 4.4 kW; pulse frequency 250 Hz; the focus deepening of laser radiation by 4 mm;
welding speed 75 mm/s.
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Fig. 1. Scheme of laser welding of T-joints with slot weld.

According to the second task, in addition to obtaining the highest possible value of
strength for uniaxial static tensile testing, a necessary condition was to obtain a given
geometry with guaranteed formation of fillets on both sides of the rib. To perform this
task, according to the second procedure, laser welding was performed in two passes one
after the other, with a step of a given distance from the plane of symmetry of the welded
T-joint rib. The value of this parameter varied in the range 0.2–0.5 mm. Welding was
performed in a continuous mode of laser radiation generation with a power P from 3.0
to 4.4 kW with a defocus value �F from − 4 to + 4 mm at a welding speed V = 50–
300 mm/s. Optimal results regarding the formation of a given geometry and obtaining
the welded joint with the highest strength were obtained using laser radiation with a
power of 4.4 kW without defocusing at a speed of 100 mm/s with a 0.3 mm step from
the plane of symmetry of the rib for each of the passages (hereinafter – mode II).

An additional optimization criterion, according to the third task, was the guaranteed
formation of the upper reinforcement bead. Alsomaintained the conditions for obtaining
the highest possible value of strength for uniaxial static tensile testing and the necessary
condition to obtain a given geometry with guaranteed formation of fillets on both sides
of the rib. Therefore, the search for optimal parameters of laser welding by the third tech-
nological procedure was performed in three passes. The first two of which corresponded
in their parameters to the modes of the second technological procedure described in the
previous paragraph. An additional third pass was performed for the proper formation of
the upper reinforcement bead in the continuous mode of laser radiation generation while
varying the parameters of technological modes in the following ranges: P= 1.0–3.0 kW;
�F from+10 to+30 mm; V = 1–50 mm/s. The optimal mode for the third pass during
welding (hereinafter – mode III): the continuous mode of laser radiation generation with
power P = 1.5 kW; with defocusing value �F + 20 mm; welding speed 25 mm/s.

The structure of the base metal of AISI 321 steel is austenitic with a grain size of D
= 10…20 μm and microhardness HV = 2280…2360 MPa (Fig. 2a).

The characteristic zones investigated in the welded joint obtained by laser welding
in mode I (Fig. 2b) are: 1 – the center of the weld (Fig. 3a); 2 – weld in the lower area
(Fig. 3b); 3 – lateral section of the weld (Fig. 3c); 4 – fusion line in the upper plate
(Fig. 3d); 5 – fusion line in the area of connection of two plates (Fig. 3e); 6 – fusion line
in the lower plate (Fig. 3f ).

Data on the distribution of microhardness (HV) and sizes of grain structure are given
in Table 1. As a result of metallographic studies of the structure of the welded joint of
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Fig. 2. Microstructure of the base metal ((a) × 500) and general view of welded joints with
designation of characteristic zones of research: (b) mode I; (c) mode II; (d) mode III (×50).

mode I shows the following.Weldmetal in zones 1–3 (Fig. 2b, Fig. 3a–c) is characterized
by the formation of a dendritic austenitic structure with a crystallite size h × l = 5…12
× 30…100 μm with a coefficient of their shape æ ~ 2…8 at HV = 2530…2540 MPa.
Characteristically, in the zone 1 æ decreases to 3…4.

During the transition from the weld metal in zones 4–5 to the base metal of the
upper plate, a narrow transition zone (width δ = 20 μm) with a dispersed structure at
h × l = 2…5 × 5…10 μm and HV = 2620…2700 MPa (Fig. 3d, e) is observed on
the weld side. On the steel side along the fusion line, the size of the austenitic grain is
D = 10…20 μm at a microhardness HV = 2510…2540 MPa. On the opposite side of
the weld (left section) in the fusion line of weld metal and steel microhardness HV and
the size of the grain structure have similar values. Thus, the structure in these areas is
homogeneous.

During the transition from theweld to the basemetal (zone 6, Fig. 2b) on theweld side
in the transition zone (δ= 30μm) h× l= 4…10× 30…50μm,HV= 2510…2640MPa
(Fig. 3f ). On the steel side near the fusion line in the transition zone (δ = 20 μm) h ×
l = 5…10 × 10…15 μm and HV = 2700…2740 MPa. In zone 6 in comparison with
zones 4–5 along the fusion line there is a slight increase of æ to 4…5 in the weld metal.
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Fig. 3. The microstructure of the welded joint obtained in mode I in the studied zones: (a) – 1;
(b) – 2; (c) – 3; (d) – 4; (e) – 5; (f ) – 6 (×500).

Thus, studies of the structure of the weld metal obtained in mode I found that the
dendritic structure has a homogeneous and uniform nature, both in size and microhard-
ness. A slight increase in microhardness is observed in the transition zone along the
fusion line on the weld side. Thus, this mode can be successfully applied in the absence
of specific requirements for the geometry of the welded joint. However, the presence of
a stress concentrator in the form of unmelted sections of the T-joint, potentially reduces
the crack resistance of the joint welded in mode I.

As a result of metallographic studies of the structure of the welded joint obtained by
laser welding in mode II, the following is shown. Characteristic zones were investigated
in the welded joint (Fig. 2c): 1, 2 – the center of the welds (Fig. 4a, b); 3 – welds in the
area of their joint (Fig. 4c); 4 – side section of the weld along the fusion line (Fig. 4d);
5, 6 – fusion line in the lower plate (Fig. 4e, f ). Micro-hardness (HV) and structural
parameters are given in Table 1.

The weld metal (zones 1–2, Fig. 2c) is characterized by the formation of a homoge-
neous dendritic structure. The size of the crystallites in the first weld is h × l = 4…10
× 30…110 μm with the coefficient of their shape æ ~ 9 at HV = 2540…2740 MPa
(Fig. 4a). The size of the crystallites in the second weld (zone 2, Fig. 2c) is almost
the same with the coefficient of their shape æ ~ 10 with a slight decrease in HV to
2510…2640 MPa (Fig. 4b). In the welds joint zone (zone 3, Fig. 4c) the dendritic com-
ponent has a structure with microhardness HV = 2280…2380 MPa. The width of this
zone δ = 50 μm. In the upper area of the joint zone of the first and second welds there
is a slight increase in microhardness to HV = 2680…2700 MPa.

In the upper plate during the transition from the base metal (zone 4, Fig. 2c) to the
metal of the first weld in the fusion line on the steel side, the austenitic grain size D =
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Table 1. Grain structure parameters and microhardness of weld metal.

Welded joint zones of the mode I (Fig. 2b)

Parameters 1 2 3 4 5 6

h, μm 8…12 5…12 5…12 2…3 2…5 4…10

l, μm 30…40 30…100 30…100 5…10 5…10 30…50

HV, MPa

min
max

2530 2540 2540 2620
2700

2700 2510
2640

Welded joint zones of the mode II (Fig. 2c)

Parameters 1 2 3 4 5 6

h, μm 4…10 4…10 10…20a 4…12 8…15a –

l, μm 30…110 50…120 50…120

HV, MPa

min
max

2540
2740

2510
2640

2680b

2700b

2280c

2380c

2360
2600

2600
2640

–

Welded joint zones of the mode III (Fig. 4d)

Parameters 1 2 3 4 5 6

h, μm 3…8 3…8 2…5 2…5 2…5 2…5

l, μm 30…120 30…120 10…100 40…12020…30 20…50

HV, MPa

min
max

2240
2450

2430
2450

2360
2740

2450
2470

2270
2270

2300
2450

a grain; b upper area; c lower area

10…20 μm at microhardness HV = 2360 MPa (Fig. 4d). From the side of the weld in
the transition zone (δ ~ 50 μm) h × l = 2…3× 8…15 μm at HV= 2360 MPa. Similar
structural parameters are observed from the side of the second weld.

During the transition to the basemetal of the lower plate (zones 5–6, Fig. 2c), the den-
dritic structure is lowered to h× l= 3…5× 5…70μmatHV= 2540…2680MPa. In the
transition zone (δ = 50…60 μm) from the weld side HV increases to 2640…2850 MPa
(Fig. 4e, f ). In the fusion line on the steel side, the austenitic grain size isD= 10…20μm
at HV = 2280 MPa.

Thus, studies of the metal structure of the welded joint, obtained in mode II, show
that the dendritic structure in the weld metal has a uniform character, both in size and
microhardness. Such structural characteristics indicate the uniform strength of the weld
obtained in this mode. This mode can be successfully applied if it is necessary to form
fillets.
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Fig. 4. The microstructure of the welded joint obtained in mode II: (a) – zone 1; (b) – zone 2;
(c) – zone 3; (d) – zone 4; (e) – zone 5; (f ) – zone 6 (×500).

As a result of metallographic studies of the structure of the welded joint obtained
in mode III, the following is shown. The structural parameters of the metal of the joint
being tested are given in Table 1.

Characteristic zones investigated in the welded joint (Fig. 2d) are: 1–3 – center of
welds (Fig. 5a–c); 4, 5 – welds in their joint area (Fig. 5d, e); 6 – fusion line in the lower
plate (Fig. 5g); 7 – side section of the weld along the fusion line (Fig. 5h).

The weld metal is characterized by the formation of a dendritic structure with the
size of crystallites in the first weld (zone 1) h × l = 3…8 × 30…120 μm with a shape
coefficient æ ~ 10…15 at HV= 2240…2450MPa (Fig. 5a). The size of the crystallites in
the second weld (zone 2) doesn’t change, the microhardness is almost the same (Fig. 5b).

The weld metal in zone 3 is characterized by the formation of a dendritic structure
with a crystallite size h × l = 2…5 × 10…100 μm with a shape coefficient æ ~ 5…20
at microhardness: HV = 2640…2740 MPa (upper); HV = 2450…2470 MPa (lower),
(Fig. 5c). The slight increase in HV in the upper part of the weld is due to the cooling
conditions of the metal. In this case, the weld metal in zone 3 is characterized by the
general structure refinement.

In zone 4, the dendritic component has a structure with sizeD= 2…5× 10…20μm
and microhardness HV = 2270…2470 MPa (Fig. 5d). Along the joint line of the welds
in zone 5 the width of the transition section is 20…30 μm, D = 2…5 × 20…30 μm,
HV = 2270 MPa (Fig. 5e).

In zone 6 along the transition line from the weld metal to the base metal on the
weld side in the transition zone (δ ~ 50 μm) h × l = 2…5 × 20…50 μm at HV =
2300…2450 MPa (Fig. 5g). On the steel side in the fusion line, the size of the austenitic
grain is D = 8…20 μm at a microhardness of HV = 2280 MPa.

Along the transition line from the base metal to the weld metal in zone 7 on the steel
side in the fusion line, the austenitic grain size is D = 5…20 μm at microhardness HV
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= 2210…2280MPa (Fig. 5h). On the side of weld metal in the transition zone (δ ~ 10…
20 μm) h × l = 2…5 × 10…20 μm at HV = 2380…2410 MPa.

Fig. 5. The microstructure of the welded joint obtained in mode III: (a) – zone 1; (b) – zone 2;
(c) – zone 3; (d) – zone 4; (e) – zone 5; (g) – zone 6; (h) – zone 7 (×500).

Thus, studies of the structure of metal in the welded joint obtained using mode III
found that the dendritic structure in the weld metal has a homogeneous character, both
in size and microhardness. Welded joints are characterized by a defect-free structure
and by the formation of fillets and the upper reinforcement bead. This allows to ensure
a high level of mechanical properties, namely the strength and crack resistance of the
welded joint metal.

For all three selected optimalmodes, the appropriate control programswere compiled
for the “FANUC M710” robot. They were tested in the production of various products
where T-joints of various configurations were present.
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4 Conclusion

The library of technological modes of the robotic welding complex has been expanded
by testing the parameters of laser welding of AISI 321 stainless steel T-joints accord-
ing to three different technological procedures. The optimal modes for three welding
procedures are established, which ensure the production of defect-free structures, the
formation of a given geometry and the highest level of mechanical properties.
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Abstract. Thepaper investigates the possibility of improving thequality of engine
parts in the process of layer-by-layer synthesis at the stage of prepress. It was found
that in the processes of manufacturing parts using 3D printing, the mechanical
properties of the final products are influenced by various factors, such as the quality
of the powder for printing and the parameters of layer-by-layer synthesis. Themost
common defects in 3D printing are investigated in this work. It is shown that the
quality of the product is significantly affected by the formation of internal stresses,
which leads to warping of the product, and the incorrect design of the supports
also leads to the need for additional machining. For a preliminary assessment of
the influence of printing modes on the properties of products, the stress-strain
state was modeled in the ANSYS environment for various modes and strategies
of layer-by-layer synthesis of an engine part. Residual stresses and deformation
of products were assessed depending on the printing strategy, the position of the
part was determined corresponding to the minimum level of warpage of the part
during the printing process. The approach proposed in the work allows at the stage
of prepress to develop recommendations for choosing the position of the part and
modes of layer-by-layer synthesis, depending on the purpose of the engine parts.
But the limitation is the significant resource consumption of this process. Themain
defects arising in the details in the layer-by-layer synthesis process and ways to
eliminate them are classified.

Keywords: Additive manufacturing · Finite element method · Stresses ·
Deformation · Defects · Processing parameters

1 Introduction

An increase in the number of products made of metals and alloys obtained by layer-by-
layer synthesis methods is associated with the wide possibilities of manufacturing geo-
metrically complex parts, the possibility of reducing the mass of products, and quickly
obtaining a separate product. At the same time, the process of additive manufacturing of
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products from metallic materials faces a number of problems: a limited range of mate-
rials that can be used to obtain high-quality products; uneven microstructure; porosity;
various defects due to the peculiarities of the process and the stress-strain state of the
part. However, due to the advantages of this process, the modern industry is interested
in the development of additive manufacturing of products from metal powders. Thus,
to obtain high-quality products, the structure, and properties of which will be repro-
duced from product to product, it is necessary to carry out comprehensive studies on the
influence of the parameters of the layer-by-layer synthesis process on the physical and
mechanical properties.

The solution for a preliminary assessment of possible defects and correction of
printing modes is to simulate the process using numerical simulation systems. This
will allow a preliminary assessment of possible defects: warpage of the product due to
the formation of inhomogeneous internal stresses, separation of the product from the
substrate, and other possible defects.

Since the equipment for selective laser sintering allows a fairly wide variety of pro-
duction parameters, using different sets of parameters can provide different properties of
the resulting products. In addition, using finite element modeling methods, it is possible
to optimize the location of products in the working space: to ensure the most rational
placement of products to ensure not only high mechanical properties of products, but
also to reduce the number of rejects, loss of powder and accelerate the production of
products.

2 Literature Review

Thenumbers of goods production for gas turbine via the layer-by-layer synthesismethods
increases every year. Major aircraft engine manufacturers pay significant attention to the
development of 3Dprinting technology formetals and alloy parts [1, 2]. Themanufacture
of aircraft parts is associated with a number of problems: porosity, a decrease in the
mechanical properties of products, warpage of the parts, which leads to the impossibility
of accomplishing the layer-by-layer synthesis process. Thus, studying the possibility of
improving the quality of gas turbine parts for ground installations and aviation is anurgent
task. The possibility of using blanks from powders for parts of gas turbine is expanding
due to the development of technologies for improving the level of their properties [3].
The methods of compaction by severe plastic deformation [4] and with combined static
dynamic loading of powders by pressing and impact forces [5] are being developed. At
the same time, the change in the mechanical [6] and physical [7] properties of materials
require additional study.

The scientific literature shows a significant amount of research on the features of the
additive manufacturing of metal parts. In industry, the most commonly used powders are
obtained by gas atomization because they have higher quality [8]. Taking into account
the peculiarities of the process of synthesizing parts from powders, the quality of the
feedstock has a significant effect on the properties of parts. In work [9] it is shown that
the use of titanium powders with a low content of gas impurities makes it possible to
ensure their use in the semifinished product at the level of the corresponding regulatory
documentation. Obviously, the powders used for synthesis must meet similar conditions.
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Quality control for such industries is an important condition for obtaining high-tech
products, so the authors of [10] propose the use of computer vision methods, which will
improve the quality of products obtained by SLS methods.

The researchers paid special attention to the study of the characteristics of the molten
bath. It was found that the smallest number of defects is formed in the conduction mode
[11]. When the keyhole mode occurs, the metal evaporates from the pool, porosity and
a number of other defects appear [12]. The combination of parameters like the power
source power, spot width, and scanning speed actually controls the energy density of
the radiation source and, accordingly, by controlling them, you can adjust the quality of
the workpiece [13]. The main defects and reasons for its occurrence were investigated
in [14]. In this study, the defects in 3D printed Zr-based bulk metallic glasses fabri-
cated by selective laser melting under different energy densities have been investigated
via both experimental and simulation approaches. It was shown that different defects,
including balling, interlayer pores, open pores, and metallurgical pores, are detected in
the 3D-printed. They are depending on the energy inputs. The work provides an in-depth
understanding of defect formation in the SLM process and provides methods for elimi-
nating these defects to enhance the mechanical performance of 3D prints. Despite this, it
does not give comprehensive knowledge to control the printing process to eliminate the
formation of defects. There are no fully classifications of the main problems of obtaining
gas turbine parts using the technology of selective laser sintering of powders.

The typical metallurgical defects associated with SLM such as balling effect are
significantly affected by line energy density are shown in the article [15]. The authors of
[16] noted that the process instabilities intrinsic to the localized laser-powder bed inter-
action cause the formation of various defects in the laser powder bed fusion additive
manufacturing process. The possibility of the elimination of large spatters through con-
trolling laser-powder bed interaction instabilities by using nanoparticleswas shown. Two
mechanisms work synergistically to eliminate all types of large spatters: nanoparticle-
enabled control of molten pool fluctuation eliminates the liquid breakup induced large
spatters and nanoparticle-enabled control of the liquid droplet coalescence eliminates
liquid droplet colliding induced large spatters are proposed.

The most common defect is the porosity of the finished product, which leads to a
significant decrease in itsmechanical properties [17]. Thework [18] established: samples
built horizontally usually have a higher level of porosity than samples built vertically.
Incorrectly selected parameters of additive manufacturing can also lead to the formation
of balls splashed out of the melt bath, which reduces the quality of adhesion of layers
and the quality of the surface of the printed part [19]. Features of the formation of a
product by layer-by-layer synthesis (high-temperature gradients and rapid solidification
of the melt pool) can lead to the formation of significant residual stresses, warping, and
cracking of parts [20].

The possibilities of manufacturing products by layer-by-layer synthesis are also lim-
ited by the range of materials that can currently be used in additive manufacturing.
Nickel-based and titanium-based powders, a new generation of aluminum alloys, and
titanium aluminide are suitable for additive manufacturing, and parts for gas turbine
engines [21, 22]. But in each case, different approaches for the technology of synthesis
must be used. By controlling the printing parameters, it is possible to form grains of a
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given morphology, which directly affects the properties of the product. Further improve-
ment of the mechanical properties of the product is possible using post-processing meth-
ods. In work [23] to expand the area of application of parts made of non-compact alloys,
it is proposed to use methods of local surface-plastic deformation.

The literature review shows that the regimes and strategy layer-by-layer synthesis
determines the quality of a surface layer and the bulk of the metal parts. A decrease in
porosity leads to a significant increase in the endurance limit of parts [24]. In this regard,
the optimization of printing modes in order to control the morphology of the pore space
is an urgent task.

Considering many factors that have an influence on the quality of the details, using
numerical modeling to technology preparing, optimization and development is an actual
task. The results of works [25, 26] show the high efficiency of using these methods
in the development of new processes in mechanical engineering, which, accordingly,
can also be used in the design of technological processes of additive manufacturing. In
particular, the work [27] shows the possibility of using numerical simulation to optimize
the topology of an article obtained by selective laser melting. Thus, they should be
applicable to the tasks described above as broadly as possible.

Considering that it is impossible to eliminate all defects in the printing process, the
authors of thework [28] noted, that hotworking, as an important groupof post-processing
routes for additive manufacturing technology, has to be used to reduce the solidifica-
tion/processing defects and anisotropy of properties, grain refinement, improvement of
mechanical properties, processing of preformed parts, and increasing the applicability
domain. For example, a promising approach to improving the quality of products pro-
duced by SLS is the thermal energy method and modifications [29]. This method makes
it possible to improve the quality of the surface of products obtained by SLS and, accord-
ingly, to improve their operational properties. The numerical methods for modeling the
stress-strain state of the layer-by-layer synthesis parts to assess their strength should be
used [3, 30]. Obtaining products with a satisfactory set of physical and mechanical prop-
erties by this method requires comprehensive research to ensure the quality of blanks at
the stage of 3D printing by controlling the modes and strategy of printing, as well as the
spatial orientation of the blank.

Despite a large number of available studies on the physics of the process and the
influence of printing parameters and further post-processing on the properties of prod-
ucts, it can be argued that further research is needed in the field of manufacturing aircraft
products. Printing parameters are key factors in producing parts with high mechanical
properties, and alloys used in gas turbine are often insufficiently studied.

3 Materials and Methods

To improve the operational properties of critical parts of gas turbine obtained by layer-
by-layer synthesis, it is necessary to conduct several studies. At the same time, at the first
stage of research, to achieve the set task, it is necessary to establish the most common
defects in additive manufacturing and establish the reasons for their occurrence. Based
on the available data, themodel of the part was built and a finite element method to inves-
tigate its stress-strain state was used to find the influence of printing parameters on its
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stress-strain state and the appearance of possible printing defects. Modeling the process
of layer-by-layer synthesis of material in the ANSYS program was done in Workbench
Additive environment. In this work, the term layer-by-layer synthesis of material means
selective laser sintering/melting (SLS). The essence of the project was to solve the non-
stationary thermal problem “Transient Thermal” coupled with the stationary strength
calculation module “Static Structural”.

As a result of this calculation, it was possible to analyze the heat-stressed state of the
part in the process of layer-by-layer formation at each printing layer, at the end of the
printing process. The final model of the part understudy with quantitative parameters of
deformations arising under the influence of temperature stresses was obtained. Taking
into account the resulting deformations, it is possible to provide the necessary additional
stages of post-processing thermal treatment and compensate for the original solid model.
The calculations were carried out using a computer with the following characteristics:
processor – Intel Xeon E5-2699V3, 18 cores at 3.6 GHz; RAM - DDR4, 128 GB. The
time for calculating the SLS process by the numericalmethod in theWorkbenchAdditive
environment directly depends on the number of layers modeled, and, consequently, on
the position of the part in space during the printing process. There are two options for
the location of the part: horizontal, corresponding to the design coordinate system, and
vertical, the most advantageous to minimize residual deformations. The solid model of
the part itself, together with the base plate, were designed in the Space Clame CAD
system.

The modeling process uses a cubic grid with an element size of 0.5 mm for the part
and 3 mm for the base. The cell size for the part is selected from the requirements that
it should be 10–20 times larger than the applied layer, which in this case is 30 microns.
The above ratio, based on the developer’s information and calculation experience, gives
the optimal accuracy to the calculation time ratio. Moreover, there is an interesting
phenomenon associated with the fact that with an increase in the accuracy of the model,
i.e. by decreasing the cell size, the calculation accuracy remains unchanged, and the
required computing power increases significantly.

The following parameters were set as initial data: powder material – Ti-6Al-4V; the
thickness of the applied layer – 30 microns; shading distance – 0.14 mm; scanning speed
(laser) - 1200 mm/s; downtime between layers – 10 s; base (slab) temperature – 80 °C;
convection coefficient of gas and powder – 5…10 W/mm2·°C; ambient temperature –
22 °C; overhang angle – 45°.

4 Results and Discussion

In order to establish the priority tasks ofmodeling the production of products by layer-by-
layer synthesis, the most common defects were studied. Detachments of the supporting
structures (Fig. 1) are caused by uneven internal stresses and weak design of the support-
ing structures. Uneven heat dissipation at the edges and in the center leads to warping at
the ends. In this case, the formed internal stresses are likely to exceed the value of the
strength limit of the resulting material, which leads to separation. This defect is espe-
cially characteristic of a workpiece made of titanium alloys, which is probably due to the
low limit of the strength of the initial material in comparison with the formed residual
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stresses. In order to avoid this defect, it is possible to use such methods as heating the
substrate and the printing process optimization.

Some printing defects are associated with defects in the design of the supports. In
particular, when printing massive parts, it may be necessary to use massive support
structures with a block structure. The use of such supports after printing has led to
problems with their removal after printing (Fig. 2).

Fig. 1. Detachments caused by significant
internal stresses.

Fig. 2. Hard-to-remove massive part supports.

In order to remove the supports shown in the image, it was necessary to use a blade
tool on a lathe, since a simple tool (pliers, fortune, cutters) could not remove the support
of such a structure.

Another problem associated with the design of the supports is their lack of rigidity
during the printing process. In Fig. 3 is shown this defect – two thin plates inside are
not connected by a common wall and are grown separately due to which there was some
warping and a stop of printingwith non-fusion of layers, as can be seen in the image there
is no local adhesion of the layers. The subsequent resumption of the printing process
led to the absence of filling the indicated place with powder and missing its adhesion.
The conical type of support turned out to be ineffective and led to the separation of the
main product from the supporting structure, the block structure of the supports is more
effective in this case (Fig. 4). An uncalibrated laser of the setup can lead to a defect
shown in Fig. 5. The image shows uneven penetration of the product: in a specific area
of the build platform, the laser melted the powder too much.

Insufficient filling of the construction zone with powder due to the small number of
revolutions of the leveling roller can lead to the separation of the primary layers of the
part from the array of supporting structures and, subsequently, to the stop of the print job
and local remelting of some details (Fig. 6). Based on the previously constructed model
and the specified parameters, the first results of the influence of printing parameters on
the stress-strain state of the selected part were obtained.

The process of calculating this problem on the above system took 12 h, while 60 GB
of RAM was used. The problem was solved in 504 steps for thermal analysis and 264
steps for strength analysis, while the print time of the part is 12649 s.
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Fig. 3. Unfused layers due to warpage of the
product.

Fig. 4. Separation of the main product from
support.

Fig. 5. The uneven penetration of the build
area due to an uncalibrated laser.

Fig. 6. Detachment of the part from the
supporting structures due to the insufficient
filling of the area with powder.

At the end of the calculation, the following results were received: temperature dis-
tribution fields at each of the 504 construction steps (Fig. 7); stress distribution fields at
each of the 264 construction steps (Fig. 8). At the final stage, the results of the deforma-
tion (warping) of the part were obtained after the printing process was completed and
the supports were removed (Fig. 9). Having available data on the amount of deformation
along three axes, it is possible to put the results obtained in the original solid model of
the part and, thereby, compensate for the warpage of the resulting product.

Permanent deformation can be minimized by finding the initial optimum position
of the part during printing. For this purpose, the Space Clame CAD modeling program
was used as an auxiliary tool. This program has a built-in Additive Prep module, which
allows you to determine the optimal position of the part, depending on the priorities set.
In Fig. 10 shown a triangle of priorities, in accordance with which the optimal position of
the part in space is selected. The aforementioned priority triangle has mutually exclusive
factors such as support volume, print time, and tendency to warp.

In Fig. 10b, c, d shownmaps of the corresponding priorities, where green corresponds
to the least number of supports, print time, and tendency towarp, and red, on the contrary,
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Fig. 7. Temperature field at 40 (a) and 500 (b) construction steps.

Fig. 8. Field of equivalent stresses at 20 (a) and 250 (b) construction steps.

Fig. 9. Field of the part deformation at the end of the printing process and removal of supports.

to the largest corresponding values. The algorithm of this triangle of priorities allows
you to obtain preliminary results on the optimal location of the part (for example, based
on the minimum warpage) without calculations. However, it must be remembered that
these are preliminary results and they cannot be accepted as final without carrying out
verified calculations. Taking into account the requirements for the minimum residual
distortion of the investigated part, it was previously found its optimal position in terms
of minimum residual deformations.

Such an arrangement of the part (vertical) will lead to an increase in both the time
of calculation and of the actual process of printing the part. However, in reality, when
printing a given part in a vertical position, it becomes possible to arrange a larger number
of such parts in a plane and thereby compensate for an increased printing time. At this
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position of the part, the calculation with similar parameters to the previous one took 56
h instead of 12 h. In this case, almost 120 GB of RAM was involved.

Fig. 10. Triangle of spatial position priorities (a), map of part position c in accordance with the
volume of supports (b), construction time (c) and tendency to deformation (d).

The use of finite element analysis to simulate the stress-strain state of a part in the
process of layer-by-layer synthesis makes it possible to exclude the appearance of many
of the defects. So, modeling has the main influence on the quality of the part at the stage
of preparing the model and choosing a printing strategy. Varying the position of the
workpiece in space, modes, and strategy of layer-by-layer synthesis makes it possible to
eliminate such defects as detachment of the workpiece from the substrate, delamination,
etc. Also at this stage, it is effective to optimize both the shape of the part, taking into
account the features of the printing technology, and the system of technological supports.
In combination with the spatial orientation of the workpiece, which takes into account
the influence of the printing direction on the anisotropy of mechanical and physical
properties, this makes it possible to reduce material consumption while maintaining the
functional properties of the part. Optimization also reduces print times and improves the
energy efficiency of the process.

By classifying the main printing defects based on the stage of their manifestation,
their causes, types, impact on the production process, and methods for their elimination,
it can be seen (Fig. 11) that modeling can influence more than a third of them. Based on
the developed classifier, studies aimed at improving the quality of products and reducing
their cost can be systematized.
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Fig. 11. Classifier of the main defects of the layer-by-layer sintered gas turbine parts. The dotted
line marks defects that can be eliminated by modeling.

5 Conclusion

Thus, it has been established that in the process of 3D printing of parts from titanium
and heat-resistant nickel alloys, such characteristic defects as detachment of the part
from the substrate, unfused layers, the uneven penetration of the build area, warping and
detachment of the parts from the supporting structures are possible. The effectiveness of
applying numerical modeling to optimize printing has been established. It is shown that
the Workbench Additive environment module of the ANSYS software package allows
solving a wide range of problems related to the assessment of stresses and deformations
of a part in the process of layer-by-layer synthesis. This allows you to optimize the
design of supports and the orientation of the part in the working space of the camera and
to exclude the appearance of characteristic defects. Using a triangle of spatial position
priorities allows you to optimize your print for such parameters as a volume of supports,
construction time, and tendency to deformation. To effectively implement the numerical
simulation of complex-profile parts of gas turbine, it is necessary to use a computer with
at least 18 cores of a processor at 3.6 GHz and 128 GB of RAM. The use of simulation
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of the stress-strain state of parts in the process of layer-by-layer laser synthesis makes it
possible to exclude the appearance of more than a third of the main defects.
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Abstract. This paper describes the development tasks of localized for Ukraine
3D concrete printing technology, the ways of design, manufacture and testing
in industrial conditions a technological equipment set as a part of Smart Manu-
facturing conception in construction. It is necessary to create design documen-
tation, technological regulations, guidelines and special software for technology
implementation. As the same the object of novelty should be the technology of
manufacturing special concrete mixtures localized for raw materials available
in Ukraine. According to the project objectives, it justified the use BIM tech-
nologies, which corresponds to the target program of the Ministry of Regional
Development of Ukraine. The work results should be the solution for the mass
construction of affordable durable middle-class housing for the housing stock in
Ukraine restoration.

Keywords: Construction 3D printer · CNC machines ·Multidisciplinarity

1 Introduction

Construction technologies used by construction companies in Ukraine do not allow to
effectively solve the problem of rapid low-rise housing construction in the middle price
sector with the necessary characteristics of energy efficiency, ergonomics, engineering
[1]. Suburban low-rise buildings are not economically attractive for large construction
companies due to the high cost of individual design and organization of the construction
process for each individual building, but the public demand for housing of this class is
growing. In addition, due to the destruction of a large number of residential buildings
during the hostilities in Ukraine, the issue of mass construction of affordable durable
middle-class housing for the long-term restoration of Ukraine’s housing stock is already
on the agenda. There is a need to reduce the cycle of construction production from design
to construction. At the same time, the individuality of each house remains is important.

The solution to the problem is the introduction of modern technologies of additive
production or 3D-printing of concrete structures in the construction industry [2, 3]. The
technology allows for mass construction of suburban settlements with the individuality
of each of the buildings in the shortest possible time. The final cost of such houses is
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much lower than analogues. The use of technology allows to significantly update the
housing stock of Ukraine.

The essence of the technology is to layer-by-layer build-up of concrete mix with
special characteristics for the formation of building structural elements [4]. The main
equipment for the implementation of this process is a construction 3D printer. This is
a machine with a CNC system, designed to supply the construction mixture according
to a given contour program [5–7]. This program is formed in the process of designing a
building or a separate structure using Building Information Model (BIM) technologies
[8].

The main advantages of the technology are the high speed of construction of the
main structures of the building and low cost compared to traditional technologies, such
as construction of brick or monolithic reinforced concrete. In this case, the design of
any structure and complexity with pre-set characteristics can actually be formed. Thus, a
significant intensification of housing production with high performance can be achieved.

An additional advantage of the technology is the high flexibility in the objects design
and construction with atypical architectural solutions, which significantly increases the
aesthetic value of the building. The field of the technology application is the construction
of low-rise buildings or the manufacture of complex shape concrete structures without
the use of formwork.

This technology has been actively developing in theworld for 15 years. The leaders in
its implementation are the United States, China, the UAE, Denmark and the Netherlands.
Ukraine is also developing materials and creating basic equipment for 3D printing, but
there are currently no complete technological solutions to ensure the full cycle of building
construction. The main problems in the introduction of this technology are:

– high cost of imported basic equipment, as well as the actual lack of ability to service
this equipment by foreign manufacturers. This creates great risks for the developer
during implementing this technology;

– lack of regulatory framework, practical and organizational recommendations for
design and construction;

– lack of localized technology for the production of concrete mix for 3D printing;
– lack of domestic specialists in the implementation of 3D printing technology.

The solution of the given complex of problemswill allow to introduce this technology
in the construction industry of Ukraine and to provide construction of high-quality social
housing or buildings with complex architectural forms. The use of construction 3D
printing in future programs for the restoration of socio-economic infrastructure of the
eastern regions of Ukraine is also promising.

2 Project Problem Formulation

The research team of Kharkiv National University of Civil Engineering and Architecture
(KhNUCEA) proposes a project to implement the latest technologies of concrete 3D-
printing for low-rise buildings, taking into account local characteristics of materials and
construction management. Currently, the project has no analogues in Ukraine. Existing
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solutions are not comprehensive and solve only the problems of operation of special
equipment, not the introduction of technology as a whole.

According to the project objectives, it is planned to attract BIM technologies, which
corresponds to the target program of the Ministry of Regional Development of Ukraine.

The object of novelty should be the technology of manufacturing special concrete
mixtures localized for raw materials available in Ukraine according to the recommen-
dations [9–11]. At present, the technology of production of works and materials for the
mixtures manufacture are available only with the purchase of foreign basic equipment.

Fundamentally new in Ukraine is the design and manufacture of construction 3D-
printer with a set of supply equipment for the full cycle of construction of the building
directly on the construction site.

The project includes an experimental study of individual structures obtained by new
technology using the developed equipment and materials. This will allow to develop the
necessary additions to the State building codes.

3 Project Implementation Stages

Project Implementation Stages (SPI) and performance indicators are listed below.

– SPI 1. Development of the Technical Task for the Complex Manufacture

Objectives: Determination of technological and operational parameters of structures,
materials and equipment for the implementation of 3D printing.

• Task 1. Analysis of raw materials for the manufacture of mixtures adapted for 3D
printing.

• Task 2. Prototype analysis of machines, software and technological complexes that
implement the technology of buildings and individual structures 3D printing.

• Task 3. Development of a technical task for themanufacture ofmechanical equipment,
software and technology of materials for 3D printing.

Performance Indicators: Terms of reference for the manufacture of equipment and
software.

– SPI 2. Technology Design

Objectives: Development of technological bases and design documentation for the
manufacture of equipment and technology for buildings 3D printing.

• Task 1. Development of technology for materials production for 3D-printing adapted
in Ukraine.

• Task 2. Development of working design and engineering documentation for the
manufacture of basic and auxiliary mechanical equipment.

• Task 3. Development of experimental building structures models, which are manu-
factured according to the proposed technology, using BIM.
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• Task 4. Development of BIM integrated software.

Performance Indicators: Technological regulations for the manufacture of materials for
3D printing, design documentation for the main and auxiliary equipment, BIM-models
of typical building structures, software module for the interpretation of structural models
in the executive G-code for the CNC system.

– SPI 3. Equipment Set Production

Objectives: Creation of experimental research material base for testing 3D printing
technology of buildings.

• Task 1. Placing an order for the manufacture of the complex according to the project.
• Task 2. Production of a coordinate machine.
• Task 3. Manufacture of auxiliary equipment.

Performance Indicators: Tender for the manufacture of equipment according to the
project, producing of the coordinate machine experimental sample, producing of the
auxiliary equipment set according to the project.

– SPI 4. Experimental Test of the Complex

Objectives: Experimental assessment of technological characteristics of the complex,
identification and elimination of shortcomings at the design stage.

• Task 1. Assembly and commissioning of the complex on the experimental site.
• Task 2. Fabrication of individual building structures on the experimental site.
• Task 3. Testing of individual structures for compliance with building codes.

Performance Indicators: Commissioning of an experimental sample of a complex for
3D printing, production of 10 typical building structures using 3D printing technology,
protocol of laboratory structural characteristics testing.

– SPI 5. “Project-Equipment-Building” Testing in Industrial Conditions

Objectives: Confirmation of the technology effectiveness in conditions of construction
site.

• Task 1. Development of a design paper of the building using BIM technologies.
• Task 2. Coordination of the project with the developer.
• Task 3. Complex installation for 3D printing of the building on the construction site.
• Task 4. Construction works execution.

Performance Indicators:Working design of construction using the proposed technology,
commissioning of the complex in terms of construction production, experimental sample
of the building made by 3D printing technology.
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– SPI 6. Work Results Generalization

Objectives: Results analysis and technology preparation for mass implementation.

• Task 1. Development of the design documentation package for the manufacture of a
complex for 3D-printing, taking into account modifications.

• Task 2. Development of recommendations and additions to the relevant regulations
for the implementation 3D printing technology in Ukraine.

• Task 3. Estimation of the actual economic effect of using 3D printing technology of
buildings.

• Task 4. Publication of research results.

Performance Indicators: Design documentation for the 3D-printing complex, recom-
mendations and additions to the building codes of Ukraine, report on economic indica-
tors andmarketing plan for technology implementation, sustainable project development
plan.

4 Results

The following methods are used:

– analysis of prototypes;
– the principle of interchangeability and unification of components in the design of
equipment [12, 13];

– the principle of availability of materials and components in the design of technology
[14, 15].

The work has a scientific and applied nature and includes 4 main stages:

– design of basic equipment based on the analysis of prototypes [16–18];
– design of special constructionmixtures, laboratory study of their properties and testing
on the construction site [19, 20]

– design and experimental study of individual structures and materials for their
manufacture [21];

– generalization of results in the form of recommendations to regulatory documents.

The design of the main equipment takes place according to the terms of reference
agreed with the existing construction companies. It is planned to develop and manufac-
ture a portal coordinate machine with the size of the effective working area (L × W ×
H) 12 × 9 × 6 m. These dimensions are typical for most low-rise residential buildings.
Type of machine control – industrial CNC system using high-precision dynamic servo
for positioning the working tool. It is also planned to develop a special mobile complex
of auxiliary equipment (mixer and concrete pump) for placement directly on the con-
struction site. All components and components are purchased, installed and serviced in
Ukraine.
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Mixtures for 3D-printing with concrete are selected individually depending on the
specified design characteristics, printer specifications and printing parameters. The key is
to choose the right type of cement,maximumsize of aggregates, types and concentrations
of chemical,mineral additives and fiber, which provide special properties associatedwith
3D printing technology [10]. When designing the composition of mixtures, in addition
to standard requirements, you need to consider the need for:

– obtaining mixtures with rheological properties that provide uninterrupted pumping
and extrusion of the mixture, the density and geometry of the layer without its
spreading, the formation of voids and rupture sites;

– ensuring the required duration of open time during which the material is used for
pumping and extrusion;

– providing the time required for the erection of one layer without compromising
adhesion to the next layer;

– acceleration of initial processes of hardening of cements to avoid deformation of
material from own weight in process of addition of new layers;

– control and reduction of destructive processes from shrinkage of concrete, which can
be much more important than when concreting in the formwork due to the large open
surface;

– taking into account the difference in strength between normally laid and layered
concrete.

The outlined issues require detailed experimental research and systematization. The
result is the development of methods for designing and controlling the properties of
mixtures and printed concrete. This will allow to adjust the printing process in order to
build structureswith specified geometric dimensions, physical andmechanical properties
and reliability.

Scientific and practical tasks within the project determine its multidisciplinarity.
Specialists in construction design, construction materials science, mechanical engineer-
ing, industrial electronics, BIM technologies are involved in the project. The project is
planned to involve architects, specialists in the organization of construction production,
the economy of the enterprise.

Thework includes the creationof a prototype complex for 3Dprinting,which requires
the purchase ofmaterials and components for its manufacture. Designwork is performed
on the basis of KhNUCEA.

The complex includes:

– CNC coordinate machine to provide the movement of the print head;
– printing head for concrete extrusion;
– concrete mix preparation system;
– concrete mix supply system;
– software package for 3D printing buildings design.

Upon completion of the project, the obtained equipment andmaterials will be used as
an experimental laboratory complex of the KhNUCEA smart construction laboratory to
provide training for 3D printing specialists for enterprises of the construction industry of
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Ukraine for both university students and third parties. It is also planned to use commercial
equipment for construction works by Ukrainian enterprises.

To conduct experimental studies of the composition of special concrete mixtures,
it is necessary to purchase raw materials. In the process of experiments, samples of
structures must be destroyed on laboratory presses to obtain strength characteristics.
The research uses the testing laboratory of building materials, products and structures of
KhNUCEA (certificate of compliance of the measurement systemwith the requirements
of DSTU ISO 10012:2005 for № 01–0064/2018 of June 16, 2018), which is designed to
determine the deformation-strength and other characteristics of materials and structures,
development of projects to strengthen building elements and extend their life, research
and implementation of new building materials, ways to increase the strength of load-
bearing structures, soil characteristics and foundations [22].

The project team has created a set of physical and chemical methods for studying
the hardening of binders and concrete. Thermokinetic analysis and temperature-time
monitoring of cements and concretes hardening with additives were carried out. The
results of research work were implemented in the development of DSTU and in the use
of complex additives in concrete [23, 24].

The production base of the main equipment complex is PE “Axicon” [25], whose
specialists have experience in the manufacture and implementation of large portal coor-
dinate machines with CNC. A prototype of a multifunctional coordinate machine with a
working area size of 8000× 3000× 1000 mm (Fig. 1) was developed and manufactured
for the installation of special technological equipment to ensure various technological
processes, including concrete extrusion (Fig. 2). The drive part of the machine allows
to move a portal weighing up to 3000 kg with a speed up to 2000 mm/min. The control
system is based on Siemens Sinumeric 808D Advanced. This allows you to use the
equipment in an open construction site.

Fig. 1. Portal large dimensional machine. CAD-model and prototype.
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5 Conclusion

The result of the work should be the development and implementation of a technological
complex for 3D printing of buildings. It is planned to create design documentation, tech-
nological regulations, guidelines and special software for technology implementation.
With the help of the complex it is possible to print individual low-rise buildings with an
area of up to 100 m2 and mass low-rise buildings. It is planned to launch the complex
into serial production.

Advantages of the complex in comparison with foreign analogues:

– lower cost of equipment (30–50%);
– better performance due to the use of available components and the ability to service
equipment components;

– technologies for the production of raw materials for construction from raw materials
available in Ukraine;

– localization of technology for building codes of Ukraine.

Fig. 2. Multifunctional machine support. CAD-model and prototype.

The project aims to introduce the latest technologies of concrete 3D-printing of low-
rise buildings. The result of the work should be the solution of the problem of mass
construction of affordable durable middle-class housing for the long-term restoration
of the housing stock in Ukraine. An important aspect of the work is the change of the
architectural environment on the basis of fundamentally new construction technologies.
The proposed technology can be used for housing construction in the reconstruction of
the eastern regions of Ukraine, for housing construction for servicemen, as well as for
prefabricated military facilities.
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Abstract. Modern trends in the development of mechanical engineering and the
construction industry include the necessity to create large-sized machine tools,
equipment for 3D printing of buildings, and other technological systems with a
complex kinematic structures. As a rule, such equipment contains organs driven
by several servo drives. The control of this equipment is carried out with applying
various coupled-axes control algorithms. An application of CNC-based software
and hardware complex for the experimental investigation of such algorithms is
proposed. The principles of organizing various schemes to control coupled-axes
are considered. The capabilities of the complex for recording a large number
of experimental data in the process of controlling such equipment are shown.
Examples of experimental investigations of coupled axes control algorithms are
presented.

Keywords: Coupled axes · Servo drives · CNC · Software and hardware
complex

1 Introduction

The main trend in the development of modern mechanical engineering is the automation
of manufacturing processes for large-sized tooling and processing of complex spatial
parts and assemblies [1–3]. Automation in the construction industry is developing not
only in the field of production of building materials, components, and equipment but
also in the construction of entire buildings using innovative 3D printing technologies
[4–7]. The basis of technological systems that implement such processes is large-sized
equipment with a complex kinematic structure [8]. As a rule, such equipment contains
organs driven by several servo drives. This implies the necessity to apply the control
algorithms for coupled axes.

There are various tasks that require the application of multi-motor systems. Each
such task has its own peculiarities and is solved using specific schemes and algorithms
of coupled control.

One of such tasks is backlash compensation. It can be solved by using special algo-
rithms for single-motor [9] or multi-motor control schemes. For example, to improve
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the positioning accuracy, the use of master-slave control for the double pinion and rack
is considered, taking into account the torque of both motors [10]. A similar task of
improving the accuracy of the rack and pinion of the rotary table of a vertical lathe using
dual servo motor driving system is considered in [11]. The use of twin-motor tandem
schemes for backlash compensation in rack and pinion gears of large-sized machine
tools is discussed in [12].

Gantry-type machine tool is widely applied. For such a scheme, it is important not
only to ensure accuracy but also to synchronize the motors (to minimize mutual error).
Improving synchronization accuracy through the use of a cross-coupled controller is
discussed in [13]. A similar synchronization task is solved for broaching machine with
cross-coupling feedforward control in [12].

The use of linear drives in machines with dual-drive gantry systems is promising.
Decoupling control of an industrial dual linear drive moving gantry stage based on a
physical dynamic model of the machine is proposed in [14]. The task of providing
dynamic characteristics and accuracy of a linear dual-drive gantry system with low
structural rigidity is considered in [15]. Cross-coupling control can be organized using
a special algorithm of the CNC software [10, 11, 15, 16], or a separate device [12, 13,
17].

With an increase in dimensions and an increase in the requirements of accuracy,
it becomes necessary to combine different solutions using coupled schemes, which
greatly increases the number of interacting elements. The development of such schemes
cannot be carried out without mathematical modeling [10, 18–21] and experimental
investigations [11, 14, 22, 23]. Such investigations, as a rule, are carried out with the use
of specialized stands. However, an increase in the dimensions of the equipment creates
certain difficulties in carrying out experimental research and debugging. In this regard,
the control system for such equipment should have additional functionality that provides
the possibility of investigating and debugging processes directly on the equipment [23,
24]. In turn, the complication of the structure and number of interacting elements of the
equipment under investigation implies the necessity to register parameters, the number
of whichmay exceed several hundred. However, this possibility is not provided by world
leaders of CNC systems manufacturing.

The aim of the paper is the development of a hardware-software complex that
allows to combine control schemes for complex technological systems and to regis-
ter the required number of parameters for studying control processes. In order to achieve
this aim, it is necessary to solve the following tasks:

– to provide the possibility of implementing various coupled schemes and their
combinations;

– to ensure the registration and analysis of large number of control parameters of
complex technological systems;

– to test the complex by investigating the functioning of various coupled schemes.

2 Coupled-Axes Control Algorithms

Coupled-axes control implies the interaction of at least two servo drives. In Fig. 1 shown
various variants of the interaction schemes.
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Fig. 1. Various coupled schemes: (a) “Tandem control”; (b) “Master-Slave control”; (c) scheme
with a cross-coupled control.

The simplest scheme to implement is the “Tandem control” (Fig. 1a) with common
reference motion command and independent feedback. As a rule, such a scheme is used
for synchronous control of the gantry axis. Relevant for various equipment where high
synchronization accuracy is not required [13]. For such a scheme, the synchronization
error �∑ is determined by the sum of the errors of the servo drives:

�∑ = �1 + �2.

In Fig. 1b the “Master-Slave control” scheme is shown. In this scheme the reference
motion command for the slave servo drive is formed from the feedback of the master
servo drive. As a rule, such a scheme is used to organize the interaction of drives with
significantly different dynamics. An example of implementation of this scheme is the
synchronization of the tool movement with the position of the rotating spindle. However,
such an organization can lead to the formation of a clock delay in the synchronization of
themovement of the slave drive. In this case, the synchronization error�∑ is determined
by the error of the driven axis and the magnitude of the delay. In Fig. 1c shown a
schemewith a cross-coupled control function. This scheme provides feedback correction
taking into account the mutual influence of servo drives errors. This solution reduces the
synchronization error:

�∑ < �1 + �2.

In addition, control schemes may include the use of several different types of control
signals, feedback, and various combinations of them. For example, in the axis control
loop, accelerometer sensors [25] and dynamometers [26] can be used, which are inte-
grated into the equipment design to take into account force factors and vibrations that
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occur during processing. In the technological system, not only the process of mechanical
displacements but also other processes can be controlled. For example, to provide the
required composition of the gas mixture in impulse thermal deburring [27], an inter-
dependent supply control of components with feedback on temperature and pressure is
used. Thus, the CNC system must be able to define structural elements with different
types of reference motion commands and feedback.

Coupled-axes control can be implemented using additional specialized devices [17]
or a specialized multiaxis servo drives [28, 29]. In some cases, not only the interaction of
two servo drives but also the organization ofmore complex schemesmay be required. For
example, to solve the problem of synchronizing an axis movement with the position of
a rotating spindle using tandem drives that provide backlash sampling in gantry system,
a combination of several variants of axes coupling schemes is required (Fig. 2). The
example shows an axis interaction for a machine where the Z-axis is controlled by two
motors with cross-coupled control, the Y-axis is controlled by four motors in parallel-
serial connection and all six motors can be controlled in the mode of synchronizing with
a spindle.

Fig. 2. An example of a complex coupled axes control: CF is the coupling function.

One of the ways to solve this problem is the software organization of coupled axes
control in the CNC [30, 31] using general industrial servo drives. Such drives are gener-
ally available and cheaper compared to specialized ones. The CNC system for equipment
with a combined coupled axes control must have the flexibility and variability in setting
up links. In addition, in order to solve research problems, it is necessary to be able to
register a lot number of parameters directly in the control process. In this paper, we
consider one of the possible implementations of such a problem using the CNC-based
software and hardware complex [23, 24].

3 An Application of CNC-Based Complex for the Experimental
Investigations of Coupled Axes Control Algorithms

The software and hardware complex [23, 24] is a two-level PC-based CNC system. The
operator panel unit of complex is implemented on aWindows PC and performs the tasks
of preparing control programs and communicating with an operator. The real-time unit
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is implemented on a PC with a real-time OS (Fig. 3a). It provides tasks of interpola-
tion, motion control, automation control, communication with the operator panel and
other devices. At the program level, these tasks are implemented using the appropriate
modules. Axes are controlled through the “Logic devices”, which are included in the
structure of the “Virtual controllers” modules. Several virtual controllers can be placed
both on one computing device and distributed among several devices. In the first case,
data exchange between virtual controllers is carried out through a virtual network, and in
the second, through a real network. Presented in this paper experimental investigations
was carry out with applying single computing device configuration of real-time unit.

Fig. 3. CNC-based complex: (a) real-time unit structure; (b) application for investigation.

The “Data storage” module of the complex software provides registration of param-
eters during the investigation. It is possible to save several hundred parameters for each
axis. The procedure for obtaining experimental data and their processing is shown
in Fig. 3b. Data registration is performed in real-time in parallel with the process of
equipment control. Visualization and results processing is carried out in offline mode.

To implement coupled-axes control in the considered CNC-based complex, the fol-
lowing scheme of axes interaction is proposed (Fig. 4). The axes whose data are to be
used in the control of other axes are designated as the master axis, and the axes that use
this data are designated as the coupled (slave) axis.

Each master axis transfers the necessary data to a special area of memory – “Master
data buffer”. The “Regulator” module of coupled axis receives data from this buffer
to “Coupled links information” registers. “Regulator” module processes received data
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Fig. 4. Organization of axes interaction for coupled-axes control.

according to the given configuration. Data processing algorithms are represented by
software-implemented coupling functions. Such an organization allows the implemen-
tation of various coupling schemes, including cross-coupled control (Fig. 1c), and their
combinations (Fig. 2). The absence of direct data exchange between the controllers
of interacting axes ensures the unification of the description of interactions and the
possibility of placing controllers on separate computing devices.

Thus, the implementation of the proposed method of the axes interaction provides
the possibility of organizing various coupling schemes and their combinations. The
implementation of the proposed interaction method into the considered software and
hardware complex makes it possible to ensure the registration and analysis of a large
number of control parameters for complex technological systems.

4 Experimental Investigations of Cross-Coupled Control

An experimental investigation of the coupled control was carried out on the example
of the control of a two-motor gantry scheme with cross-coupling control (Fig. 1c). The
possibility of increasing the positioning and synchronization accuracy in the case of
controlling servo drives with different accuracy parameters was investigated. The initial
setting of the servo drives provided themovement with different positioning servo errors.
At a feed rate of 5.8 m/min, the Z drive moved with an average error of 98.6 µm, and
the Z1 drive moved with error 3.2 µm. The control was carried out according to a
proportional law with velocity feedforward.

The positioning accuracy was investigated using the multiplicative cross-coupling
function (MC) with different Kout values (Fig. 5). When applying the cross-coupling
factor Kout = 0 the scheme is equivalent to “Tandem control” scheme (Fig. 1a) with
common reference motion command and independent feedback (Fig. 6). In this case, the
errors of the Z and Z1 axes correspond to the initial setting. The average synchronization
error was �� = 95.4 µm.

As Kout increases from 0 to 2.5, the synchronization improves, and �� decreases to
15.9µm.The positioning accuracy of theZ-axis increases, and�Z decreases to 57.5µm.
The positioning accuracy of the Z1 axis decreases, and �Z1 increases to 41.5 µm. The
amplitude of oscillations changes insignificantly and amounts to 6 µm for the Z-axis
and 11 µm for the Z1 axis, and the synchronization error amplitude does not exceed
16 µm. With a further increase in the coefficient Kout , there is no improvement in
synchronization, but the amplitude of the oscillations increases. At Kout = 3 undamped
oscillations arise.
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Fig. 5. Model with multiplicative cross-coupling function (MC).

Fig. 6. Positioning accuracy of cross-coupling control with using the MC model.

The expression for calculating the corrected error in the investigated MC model is
characterized by taking into account the influence of the coupling axis and correcting its
own error by the factor (1 + Kout). This causes the total position error gain to increase
significantly. As a result, for this model, it is impossible to unambiguously determine
what is the reason for the variation in the error value: a variation in the total gain or the
influence of cross-coupling.

To investigate the separate effect of the feedback gain and cross-coupling, a model
with a simple cross-coupling (SC) function (Fig. 7) was applied.

The behavior of positioning errors was investigated for various values of the Kout

coefficient in the range of the position error gain KPZ of the main regulator of both axes
from 10 to 60. As expected, with an increase in the KPZ coefficient, the error decreases
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Fig. 7. Model with simple cross-coupling function (SC).

(Fig. 8a). As the cross-coupling coefficient Kout increases from 0 to 0.65, the synchro-
nization of the axes improves and the accuracy of both axes decreases simultaneously
(Fig. 8b). For Kout = 0.5 and KPZ = 28, the change in error for the Z-axis is 14 µm
(44%) and for the Z1 axis is 23 µm (3700%). In this case, the synchronization error ��

is reduced by 11 µm (34%).
The investigations of two models of cross-coupling control showed the possibility

to increase the synchronization accuracy of the two-motor gantry scheme with cross-
coupling control with different accuracy of servo drives. However, positioning accu-
racy at a constant gain in the proportional controller deteriorates as the cross-coupling
coefficient increases. The investigated functions can be applied to tasks where the
synchronization accuracy is more important than the positioning accuracy.

Thus, the performed approbation of the complex with coupled-axes control showed
its effectiveness in carrying out experimental investigations of the functioning of various
coupled control schemes.

Fig. 8. Positioning accuracy of cross-coupling control with using the SC model: (a) depending
on KPZ coefficient, (b) depending on Kout coefficient.

5 Conclusion

Large-sized machine tools, equipment for 3D printing of buildings and other techno-
logical systems with a complex kinematic structure contains organs driven by several
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servo drives. The control of this equipment is carried out with applying various coupled-
axes control algorithms. The principles of organizing various schemes for axes coupled
control are considered.

The possibility of combining control schemes for complex technological systems
and registering the required number of parameters for studying control processes is
considered. An application of CNC-based software and hardware complex for this task
is proposed. A method for organizing the interaction of coupled-axes control in the
considered complex, which provides the possibility of implementing various coupled
control schemes and their combinations is proposed.

An experimental investigation of cross-coupling control of a gantry scheme driven by
two servo drives with different accuracy was performed. Two options for cross-coupling
functions are considered. Investigations have shown the possibility of increasing the
synchronization accuracy in these schemes. With a constant proportional gain variation
of cross-coupling gain leads to positioning accuracy deteriorating. The considered cross-
coupling functions are effective for tasks, in which the synchronization accuracy is more
important than the positioning accuracy.

Developed hardware-software complex allows to combine of control schemes for
complex technological systems and recording a large number of data. The approbation
of the complex showed its effectiveness in experimental investigations of the functioning
of coupling control algorithms.
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Abstract. The problem of automation of the welding process of steel and alloy
complexprofiles is present inmany industries. In this study, the problemof automa-
tion of the laser welding process control whenwelding complex three-dimensional
structures in different spatial position was studied. In the first part of the inves-
tigation, a centralized hardware-software complex was developed to ensure that
the laser welding in different spatial positions is carried out properly. The devel-
oped hardware-software complex has the ability to be operated in both manual
and automatic modes for the ease of practical preparation of the experiment. In
the second part of the study, a set of technological equipment in the form of a
laboratory stand was developed. The developed laboratory stand is designed for
experimental research of technological features of laser welding of steels and
alloys in different spatial positions. In testing, the hardware-software complex,
coupled to the laboratory stand have procured control joints, adherent to current
quality standards. As a result of this study, the testing of the hypothesis, according
to which, the conditions of laser welding in different spatial positions are asso-
ciated with a stable balance between the forces acting on the free surface of the
liquid metal of the melt bath, became possible.

Keywords: Laser welding · Process automation · Spatial positions · Laser
technological equipment

1 Introduction

The pace of development and progress in various sectors of the economy is directly
related to the degree of their automation [1–3]. This applies to the various processes:
management, transport, production, etc. [4–6]. Analysis of scientific papers shows that
there are more and more publications, devoted to the study of the automation problem
of various processes in recent years [7–9].

The problem of automation of the welding process of complex profiles of steels and
alloys is present in many industries [10–12]. Various welding methods are successfully
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used to solve it [13–15].However, under a number of circumstances (such as large dimen-
sions, complex profiles, large mass, etc.), there is a need for welding in spatial positions
that differ from the standard low position, the proficient usage of which accentuates a
need for the study of the latest welding technologies as well as creation of equipment,
capable of an automated process. In such conditions it is not only necessary to take into
account the physical effects that accompany laser welding, but to use them to our advan-
tage [16–18]. For example, taking the forces of gravity and surface tension into account
makes it possible to influence the degree of the penetration channel opening when mov-
ing the welding bath in different directions [19–21]. Taking the aforementioned features
into account allows to obtain a set of technological process maps for welding of joints
in different spatial positions, necessitating the development of required algorithms for
these processes, as well as appropriate automated technological equipment. Algorithms
for the implementation of automation of the three-dimensional laser welding processes
of steel and alloy structures in different spatial positions are designed to work in var-
ious different options [22–24]. These actions are necessary and sufficient to perform
the process of three-dimensional laser welding of steel and alloy structures in different
spatial positions [25–27]. Authors describe “different spatial positions of welding” as
the possibility of arbitrary location of the heat source (laser beam) velocity vector in
space. To develop these automation algorithms, researchers use various ways, based on
the results of theoretical or experimental studies, as well as their combinations [28–30].

The analysis of publications showed that the vast majority of scientific papers are
devoted to the study of laserwelding in the “low” spatial position. Some scientific papers,
which study the influence of spatial position in laser welding on the structure, shape,
mechanical characteristics and dimensions of welded joints, relate more directly to the
technological aspects of the laser welding process, performed on existing equipment.
These studies made it possible to conduct experiments at a specific inclination angle
of the welding plane, without considering the possibility of its variation. Therefore, the
results of previously conducted studies are disparate and cannot be systematized. This
is the case due to a lack of attention to solving the problem of creating specialized
automated technological equipment.

The main aim of this study is the development of automation algorithms for laser
welding of steel and alloy three-dimensional structures in different spatial positions is
aimed at describing the list of actions, as well as development of appropriate equipment
required to perform the process of laser welding in different spatial positions while
achieving the specified qualities of the welding seams – reliability, strength, needs, etc.
The other aim of this study was to conduct experimental research on laser welding of
steels and alloys in different spatial positions, where the authors have resorted to the
creation of experimental equipment in the form of a laboratory stand for automated
welding in spatial positions, different from the “lower” position.

2 Methods

The automation algorithm for the process of laser welding of steel and alloy three-
dimensional structures describes the patterns of movement of focused laser radiation
along a complex trajectory of the product (coordinates, linear velocity, acceleration in
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some parts of the seam, etc.), and controls laser radiation relative to the surface of the
sample, etc.). According to the developed algorithm for automation of laser welding of
steel and alloy three-dimensional structures in different spatial positions, to simplify the
problemof three-dimensionalwelding of structures, a complex spatial welding trajectory
was proposed to divide it into so-called spatial primitives, i.e. individual welds (butt,
T-shaped, overhanging and angular), welded in certain spatial positions. This made it
possible to consider particular problems of laser welding in different spatial positions,
that are related to the automation of welding processes.

The implementation of the operation control modes of the complex is carried out on
the basis of the laser welding process technological maps obtained by welding control
samples of welded joints of steels and alloys in different spatial positions. Verification
of the effectiveness of the developed algorithm was performed upon creation of the
hardware and software complex described below.

3 Results and Discussion

The developed hardware-software complex (hereinafter – “HSC” or “the complex”) is
designed to automate the laser welding process control. The object of automation in this
complex is the process of laser welding of large three-dimensional structures in different
spatial positions. The HSC consists of a set of units, devices and software modules that
are meant to ensure that the laser welding in different spatial positions is carried out
properly. The complex must be able to move the focused laser beam in different spatial
positions along a pre-set linear trajectory. It must be able to provide an interface to enable
a manual selection of the position of both start- and end- points of the focused laser beam
linear trajectory before the laser welding process. The HSC must also be able to set the
speed of the focused laser beam linear movement during the laser welding process.

The HSC has a centralized structure, with the only governing body of it being the
“Control Unit”. The structure of the complex is shown in Fig. 1.

The main elements of the HSC are: a linear movement module, a laser and a control
unit. Operation of the complex is carried out using work algorithms in manual and
automaticmodeswhich are realized as a set of programs in C language. These algorithms
are located in the independent memory of the microcontroller – the central element of
the control unit. Additional elements of the HSC are: the power sources for the laser,
the control unit and the linear module. During laser welding, the radiation is transported
along the fiber optic cable to the focusing lens, which is located inside the laser welding
head. The laser welding head is secured to the carriage of the linear module and moves
together with it over the course of the work of the complex in a manual or automatic
mode.

As shown in Fig. 1, the complex should consist of the following basic elements: the
control unit, the laser, the movement module, the mounting unit, a part blank, a control
system as well as the power supply unit(s). The HSC must be equipped with a system
for transmitting and receiving control and diagnostic (information) signals.

To perform the task of laser welding in different spatial positions of the developed
HSC, it was integrated with the laser radiation generator power supply unit, as well
as the linear movement module. The laser radiation generator power supply comes
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Fig. 1. Structure of the developed hardware-software complex (HSC).

equipped with a control interface that allows us to transmit and receive signals. The
linear movement module was equipped with an interface, responsible for movement
control. The developed HSC has the ability to be operated in both manual and automatic
modes. The manual mode is designed for the movement of the carriage, belonging to
the linear movement unit, in preparation for the laser welding process, carried out in
different spatial positions. The automatic mode of operation is designed to perform the
process of laser welding of steels and alloys in different spatial positions. The diagnostic
information of the hardware-software complex is displayed on the LCD screen.

The developedHSCcan be optionally equippedwith a system, responsible for regula-
tion of the laser radiation output power. In such case, the productivity andflexibility of the
laser welding process can be increased via reduction of the time spent on reprogramming
the parameters of the laser generator.

The first phase of the creation of the HSC is the independent development and
manufacture of parts and assemblies, such as:

– the control unit;
– the mounting bracket;
– the tilting devices for the linear movement module.

The second phase of the creation of the hardware-software complex is the assembly
of the manufactured parts and assemblies. The developed software package is designed
to perform the following functions:

– registration of control (command) inputs by the operator of the installation;
– programming the position of the start- and end- point of the welding trajectory;
– display of information (diagnostic) messages;
– transmission of control pulses to the linear movement module;
– registration of the state of end sensors;
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– execution of the laser welding working cycle.

The control unit (CU) is designed to store and execute the control algorithms of the
hardware-software complex. The control algorithms are created using software, oper-
ating with C programming language, compiled into machine code and loaded into the
independent memory of the ATMega 328 microcontroller, which provides a layer of
autonomy to the work process of the system.

The control algorithm is executed in a cyclical manner, while waiting for the control
inputs from the operator. Upon receival of a specific input from the operator of the
algorithm selects the subroutine, associated with the desired input.

The main subroutines include:

– “zeroing” – search of the absolute starting position of the carriage;
– control of the starting/ending point of the trajectory;
– electric brake control of the servo;
– adjustment of the working/idling speed;
– turning the emission of the laser radiation on/off.

The main subroutine is that of the “working” cycle, required to carry out the laser
welding process. This work cycle is only performed if the operator has already set the
position of the start and end points of the welding path and has performed the “zeroing”
of the servo. Execution of the “working” cycle is compliant with the following sequence:

– movement of the carriage to the starting point of the trajectory;
– inclusion of laser radiation to the welding path;
– moving the carriage with the specified speed to the endpoint of the trajectory;
– exclusion of the laser radiation from the welding path.

Thus, the first task of this study was performed and a mock-up of the hardware-
software complex, designed to ensure the process of laser welding of steel and alloy
structures in different spatial positions, was developed.

The goal of the second part of the study was to create the technological equipment
in the form of a laboratory stand, designed for experimental research of technological
features of laser welding of steels and alloys in different spatial positions.

The laboratory stand was designed to create and test technologies for laser welding
of different (butt, T-shaped, corner and lap) welded joints of steels and alloys with a
thickness, varying from 0.3mm to 20.0mm. The stand is a single assembly, consisting of
interconnected electromechanical and electronic components, as well as a technological
laser. The welding head movement is carried out in the X and Z coordinates. The stand
includes the following components: a two-coordinate manipulator; a mobile platform; a
mounting bracket for clamps; control and automation units. Technical characteristics of
the stand are shown in Table 1. Let’s take a better look at the structure of the laboratory
stand and its components, the model of which is shown in Fig. 2.

The created laboratory stand uses two linear servo drives, based on synchronous AC
motors. The voltage on the motor windings is controlled by servo amplifiers (frequency
converters), in which the feedback on their positioning is provided by the incremental
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Table 1. Technical characteristics of the laboratory stand for experimental studies of technological
features of laser welding of steels and alloys in different spatial positions.

Characteristic Value

Number of axles, pcs 2

Maximum load capacity, kg 20

ON duration at + 25 ºC, not less than, % 50

Power consumption, up to, kW 35

Repeatability, not worse than, mm ± 0.08

Acceleration along the axes, m/sec2 1

Overall dimensions of the manipulator, mm 700 × 1500 × 1600

Welding speed, cm/s 0–25

Weight of the manipulator, no more than, kg 500

- Length of a motion in Z coordinate, mm 1170

- Length of a motion in X coordinate, mm 540

Coordinate positioning accuracy, µm X
Z

± 70
± 50

Maximum speed of movement along the
coordinate axles, cm/s

X
Z

25
25

encoders. The shafts of the encoders are rigidly connected to the motor shafts. Nominal
speed of rotation of engines is 50 rps = 3000 rpm.

Both servo drives use ball screws to convert rotational motion into linear motions.
The pitch of the screws in both systems is 10 mm/rev. Both servos are configured for
external control of positioning using pulses, as well as the speed of movement by means
of the “Step/Dir” digital interface. The “Dir” input of the control interface is designed
to control the direction of carriage movement. The installation of both servo drives was
done in such a way that when one pulse is applied to the “Step” input, the carriage moves
10 µm forward or backward depending on the signal on the “Dir” input. Structurally,
the linear modules are mechanically connected to each other in a three-section system.
The first section is a fixed frame, which is the basis of the whole system (position 9 in
Fig. 2). The size of the fixed frame is 1620 × 650 mm, it is welded from steel channels
№12. The second and third sections are linear modules (positions 1 and 2 in Fig. 2).
The second section is connected to the first using a rotating hinge mechanism (position
10 in Fig. 2). This mechanism allowed us to angle the second section from the vertical
position at a chosen angle between 0º to 90º (Fig. 3).

The inclination of the frame is possible at the 30°, 45°, 60° and 90° discrete angles.
The fixation of the movable frame position at the different angles is carried out using
side rails as well as M20 bolts. The side rails are mounted on the axles of the fixed
frame housings. At the moment, the frame tilt mechanism is not equipped with a servo
system, so the adjustment of angular deviation is carried outmanually. The linearmodule,



564 A. Bernatskyi et al.

Fig. 2. Laboratory stand model, where 1 – is the module of linear movement along the Z-axis;
2 – modulus of linear displacement along the X-axis; 3 – welding head; 4 – clamp for fixing
welding specimens; 5 – platform for moving the clamp in the XY plane; 6 – clamp with the test
sample; 7 – bracket for mounting the welding head; 8 – column; 9 – fixed frame; 10 – base of the
frame.

Fig. 3. Model of the stand in an inclined position.

mounted on this section, is mounted on a column with a height of 1650 mm (position 8
in Fig. 2), which is welded from steel channels № 16.

The third section (position 2 in Fig. 2) is rigidly attached to the carriage of the sec-
ond section. The laser head (position 3 in Fig. 2) is fixed to the carriage of the third
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section using brackets (position 7 in Fig. 2). In its initial position, the second section is
located vertically (Fig. 2). With this connection, each of the linear movement modules
is responsible for moving the laser head parallel to one of the Cartesian coordinate sys-
tem directions, namely – the second section being responsible for the movement along
the Z coordinate, and the third – for movement along the X coordinate. The range of
movement for the X coordinate is 540 mm, and for the Z coordinate – 1170 mm. A
personal computer running under the Linux operating system is used to organize and
control the movement along the contour. A modified real-time operating system kernel
is used to increase reliability. This allows us to ensure proper guaranteed runtime for I/O
operations for specified time intervals. The software, designed to control the movement
of the contour, allows us to configure the numerical control system to calculate the tra-
jectory of contour movement, as well as to provide control for the electrical automation.
The built-in interpolator allows us to program movement of linear, circular and cubic
spline segments of the trajectory in 2-dimensional and 3-dimensional coordinate sys-
tems. Different external interfaces (such as the serial port, USB port, etc.) can be used
for communication of the control unit with the external equipment.

A draft of the design documentation, with which the technological equipment in
the form of the laboratory stand was created to carry out experimental researches of
technological features of laser welding processes of steels and alloys in various spatial
positions, was developed. In Fig. 4 shown a photograph of the created technological
equipment in the form of a laboratory stand for experimental research of technological
features of laser welding of steels and alloys in different spatial positions.

Fig. 4. Laboratory stand for laser welding of steels and alloys in different spatial positions.

Verification of the functional capabilities of the created technological equipment was
performed during experimental research on laser welding of steels and alloys in different
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spatial positions [19, 26]. The experiments were conducted using a Nd:YAG solid-
state “DY044” laser with a wavelength of 1.06 µm, manufactured by “ROFIN-SINAR”
(Germany).

The created stand and auxiliary technological equipment (brackets, clamps, fasteners,
etc.) lets us obtain butt, T-shaped, corner and lap welded joints of steels and alloys in a
wide range of technological parameters. Welding was conducted on plates of steels and
alloys at different angles: 90°, 60°; 45°; 30°, 0°. In all variants (other than the “lower”
position), welding was performed “uphill” and “downhill”.

The level of quality of welded joints was determined according to current standards.
According to the requirements of these standards, three quality levels have been estab-
lished, which correspond to a certain range of maximum permissible sizes of defects and
relate to welded joints. The angle of inclination, at which the highest quality connection
(with the fewest defects) was obtained, was determined. Laser welding of steel and alloy
control joints in different spatial positions was performed.

The promising areas of further development for the technological equipment, created
in this study, are: improvement of the design of the laboratory stand towards providing
additional possible welding angle values as well as the possibility of changing the angle
in the middle of a welding operation; usage of the system to create new technological
applications not only for lasers, but also for laser-arc hybrid welding, as well as laser-
assisted plasma arc welding; usage to create the latest technologies not only welding but
also laser surfacing and heat treatment.

4 Conclusion

The hardware and software basis for experimental testing of the hypothesis, according
to which, the conditions of laser welding in different spatial positions are associated
with the constant maintenance of a stable balance between the forces acting on the
free surface of the liquid metal of the melt bath, was created. A new laboratory stand
for automated laser welding in different spatial positions, different from the “lower”
position, was created. A system of automated technological equipment in the form of
a laboratory stand that provides the ability to obtain butt, T-shaped, angular and seam
welded joints of steels and alloys in different spatial positions with a wide range of
technological parameters, was created.

References

1. Aksonov, Y., Kombarov, V., Tsegelnyk, Y., et al.: Visualization and analysis of technological
systems experimental operating results. In: 2021 IEEE 16th International Conference on
Computer Sciences and Information Technologies (CSIT), vol. 2, pp. 141–146. IEEE, Lviv
(2021). https://doi.org/10.1109/CSIT52700.2021.9648592

2. Kyrychenko, H., Berdnychenko, Y., Strelko, O., Shcherbyna, R.: Application of the auto-
mated system at the change of technology of work of reference stations on the railway. In:
Proceedings of the 25 International Conference Transport Means 2021, Pt. II, pp. 782–786.
Kaunas University of Technology, Kaunas (2021)

https://doi.org/10.1109/CSIT52700.2021.9648592


Technological Equipment and Automation Control 567

3. Duriagina, Z., et al.: Optimized filling of a given cuboid with spherical powders for additive
manufacturing. J. Oper. Res. Soc. China 9(4), 853–868 (2020). https://doi.org/10.1007/s40
305-020-00314-9
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Abstract. At most enterprises, fundamental technologies remain undeveloped,
withoutwhich the transition to digital/smart enterprises is impossible.Manufactur-
ers are not able to rebuild their organizational structure and change long-standing
traditions. The transition should be carried out by upgrading equipment, supple-
menting existing equipment or replacing it completely. That is why the purpose
of this paper is to develop an addition to the existing multifunctional robotic com-
plexes in the form of a power unit. The power unit itself is a variant of automation
of an existing manual device that can work in a new generation enterprise. During
the processing of holes in airplane structures by the proposed device, the junc-
tion (elastic clamp), which connects it with the robot, feels the load. This device
can facilitate the work of the foreman in the shop and facilitate the transition to
digital manufacturing. The article discusses three schematic diagrams that ensure
the connection of the power unit with the robot and a description of its operation
during the mandreling process.

Keywords: Robotic complex ·Manipulator · Industrial robots · Pneumatic
impulse device for mandreling · Power unit ·Mandreling process · Pneumatic
electromagnetic valves

1 Introduction

The robotic complex (RC) is a component of flexible automated manufacturing. This is
a complex technological system in terms of its technological purpose, layout and degree
of automation [1]. This system combines both the executive means of implementing and
equipping a specific technological process, and the means of controlling and mathemati-
cal software [2–4]. Industrial robots, consisting of amechanical arm and a reprogrammed
control system, are important components of automated flexible manufacturing systems
(FMS) [5].

High Accuracy Robots such as FANUC (Japan), KUKA (Germany), ABB (Sweden,
Switzerland), Kawasaki (Japan), Motoman Yaskawa (Japan, USA) are designed to per-
form high precision tasks. The robots of the high-accuracy range are used for various
work in the aviation and automotive industries:
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– drilling, riveting and bolting. Simultaneous drilling, filling and riveting process.
KUKA Robotics robots work in pairs on both sides. The robot on the outside of
the fuselage drills a hole by inserting the fastener (filling the hole) and driving it in,
while the robot on the inside acts as an anvil for the fastener, which is hammered in
to properly deform the fastener edge and create a rivet. Robots protect airline workers
from shock loads on their shoulders and arms (vibration sickness) and reduce rework
costs [6];

– cutting (automated robot performs the stacking process and cutting tape in the pro-
duction of composite aircraft). Robotic laser cutting systems have the flexibility and
versatility to improve quality at every stage of their application, resulting in improved
end product quality. The execution speed depends on the laser power, the absorption
efficiency and the material stiffness. The most common are CO2 lasers (carbon diox-
ide lasers) and fiber lasers (solid-state lasers (SSL)), mounted on industrial robots. All
robotic laser cutting systems are completely safe, and operators use safety goggles
[7, 8].

– sealing. FANUC robots are used in the aerospace industry for drilling and riveting,
coating and painting, aluminum structural welding and polishing. For sealing on struc-
tural elements such as spars, medium sized robots of theM-710iC series are well used,
using machine vision to find flaws in welds and apply sealant [9];

– painting. Specialized explosion-proof robots enable faster paint application, improved
finish quality and significant weight savings [9];

– priming.Automation of this operation is very effective when combined with painting.
An example is the use of 7-axis robots’ model KJ314 for simultaneous processing of
structural elements by priming and painting in one stand [9];

– welding.TheFabricator robots create deep andnarrowwelds, join dissimilarmaterials,
make workpieces of different dimensions, while creating minimal heat-affected zones
in materials [10];

– friction joining.Technology of buttwelding of friction joints in the assembly of aircraft
fuselages without rivets (Kawasaki Robotics, USA). Kawasaki uses two very rigid
robots to connect fuselage sections with rivets or Robots for Friction Spot Joining
(RFSJ) – an innovative method of joining metal. Similar to friction-displacement
welding, which uses frictional heat and pressure to join materials, RFSJ can replace
rivets and fasteners, creating a joint without a head, hole, or recess [11];

– gluing (applying glue to the surface simultaneously with quality control). Modern
aircraft are made of both metal and composites. In this case, the skins are assembled
by gluing. And now the process of applying glue to the surface with simultaneous
quality control is carried out by robots [12];

– location and setting in the assembly position. The research group (Fraunhofer Insti-
tute of Technology) designed and implemented a system of flexible grippers on a
CFRP (carbon-fiber-reinforced plastic) frame. The flexible grip features a simple and
comfortable array of suction cups sitting on strong joints with spacers mounted on a
CFRP frame that provides stability. The weight of the grip is much less than the metal
one. Therefore, works equipped with a gripping system will be able to demonstrate
higher accuracy when gripping a structural element, basing it and placing it in the
required position. Transportation of massive structures with such clamps allows them
to maintain their shape, avoiding slight bending [13];
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– bolted connections. Automation of the bolt setting process is carried out by universal
robots of the UR5 type. Lightweight flexible robot UR5 (Universal Robots) with an
actual load of up to 5 kg automates repetitive assembly tasks that can be a dangerous
task for a worker [9];

– plasma treatment. Plasma surface treatment technology provides good adhesion,
removes moisture, cleans the surface of the element before further processing (glu-
ing, painting, varnishing and coating). The application of this treatment is suitable for
plastic, rubber, metal and composite parts;

– control system (laser control system fromPremiumAerotech during themanufacturing
of the A350 aircraft). The mobile laser tracking system allows precise positioning
of robot heads during aircraft construction. The robot places the structural element
in the required position, then the measurement system automatically turns on. The
robot informs the measuring system its location, and the system informs it to make
corrections. The communication is then terminated. The structural element is installed
in place, and the tracker can adjust the position of the next robot’s head [14].

The analysis shows that in the field of aerospace production for operations with
constant repeatability, where it is necessary to ensure high accuracy, the choice is given
in favor of robots [15].Automated drilling, fastening, riveting [6], painting [9], composite
production [16–18] and other types of work – factories of the future.

Fully automating an aircraft or engineering plant is a complex process and huge costs,
but the desire for competitiveness and product quality encourages the manufacturer to
break new ground. Therefore, one of the objectives of the study is the modification of
the pneumatic impulse device, which will be used in the robotic complex system.

An important aspect is the development of specific power unit control schemes,which
will take into account the technical characteristics of the robotic complex (manipulator),
the type of its drive (electric, electrohydro-pneumatic) [19], its control system (cyclic or
positional), positioning accuracy [20, 21], features and specifics of the control program
development, the number of freedom degrees, the possibility of active control, etc.

Away is proposed to solve the above problems by analyzing the design of the existing
model of a manual pneumatic impulse device for mandrel (PIDM) PIDM-100. Taking
into account the drive mechanism of the PIDM-100 device, it is possible to develop
a scheme for starting the power unit, which will be compatible with a multifunctional
robot.

2 Conditions for Optimal Integration of the Device (Power Unit)
into the Robotic Complex Environment

The effectiveness of the power units use made according to the design of the pneumatic
impulse device for mandreling PIDM-100 in the robotic processes of mandreling holes
is determined by the conditions for their rational integration into the RC environment. A
prerequisite for this is the pneumatic impulse device PIDM-100, which implements the
possibility of one-sided access to the places of operations due to the reverse action for
removing the tool from the hardened hole. The device PIDM-100 has sufficient energy
capabilities, high performance, reliability, uses compressed air of 0.5 MPa as an energy
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carrier, which is similar to the drives of most RC components, and has a sufficient degree
of autonomy. Considering all of the above, it becomes obvious that:

– pneumatic impulsemandreling of holes is themost effectivemethod of surface-plastic
deformation, which provides an increase in the cyclic durability of the aircraft;

– there is a need to study the technological parameters of reverse pneumatic impulse
mandreling of holes in structures made of aviation materials with the establishment
of their features and optimal use under conditions of multifactorial impact;

– pneumatic impulse device PIDM-100 requires modernization and the creation on its
basis of a power unit that implements reverse mandrel with the possibility of its
operation using the control systems (CS) developed for this in the robotic complex
environment;

– the organization of the interconnected and coordinated functioning of the power unit in
the robotic complex system is the most important purpose of the CS. At the same time,
the power unit control system should ensure its interaction with the control program
(CP) of manipulators – industrial robots (IR), i.e. joint functioning of the constituent
elements of a single technological system “EnergyUnit – Robotic Complex –Object”;

– it is necessary to evaluate themutual influence of the design and technological parame-
ters of the process, the power unit characteristics, the IRmanipulatorwith a gripping jig
on the accuracy of location, positioning of the power unit and its dynamic adjustment
to ensure adaptation in the robotic complex coordinate system;

– a methodology (algorithm) is required for developing a technology for pneumatic
impulse reverse mandreling of holes in structures made of aviation materials, which
will take into account the research results and technological recommendations for
adapting the process in the robotic complex environment.

3 The Concept of Compatibility the System Interaction

The integration of pneumatic impulse reverse mandreling of holes technology in aircraft
structures into the robotic complex coordinate system is implemented by the compatibil-
ity of the functioning and interaction of the power unit operation principle, its CS with
the CP of the manipulator-robot as a single technological system “Power Unit – Robotic
Complex – Object”.

As a power unit, a modified pneumatic impulse device for mandreling PIDM-100
is used, which corresponds to the process in terms of its functional purpose according
for the principle of its operation [22–24]. Important in the modernization of the manual
device PIDM-100 is the replacement of the handle with a trigger mechanism for an
air distribution collector that connects the power unit with the actuating elements of
its control system. In addition, in the design of the power unit, the pre-striker cavity is
bled down directly into the atmosphere. This allows (in comparison with PIDM-100) to
significantly simplify the design, improve the reliability, performance and stability of
the power unit. And also, due to a decrease in back pressure in the pre-striker cavity,
to increase the impact efficiency (energy) by increasing the speed of the striker during
its acceleration. The reliability of damping excessive process energy has been increased
with the help of an additionally designed air cushion for the mandrel holder.
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Adapted for functioning as part of a robotic complex, a pneumatic impulse power
unit for reverse hole mandreling has a number of qualitative advantages:

– sufficient specific energy supply (the ratio of energy to the acceptable mass of the
power unit), high efficiency. The efficiency of the mandreling process is ensured by a
regulated excess of energy for the guaranteed implementation of one-time direct and
reverse impacts, which greatly simplifies the power unit control system and guarantees
the stability of the qualitative technological parameters of the process;

– energy stability and its regulation possibility, ensuring the implementation of the
process with optimal (recommended) technological modes;

– work reliability, which implies the reliability of the power unit design, the stability in
response time and the tool (mandrel) operational life;

– overall dimensions and shape contribute to the embed ability into the robotic complex
system and the accesses possibility to the amplification zone, spatial manipulation, as
well as ensuring the location accuracy (coaxiality of the power unit installation bases
with the mandrel tool axis) when using, if possible, standard IR manipulator gripping
jigs, taking into account their characteristics, reliability of installation and fixing;

– constructive and functional compatibility with the robotic complex control device, the
manipulator controller, the property of complementarity and redistribution of control
functions and their flexibility, as well as the similarity (or uniformity) in the use of
energy carriers (or energy units);

– minimum force and inertial loads of recoil impact on the IR executive bodies of the
robotic complex and the gripping jigs of the IRmanipulator in the process of perform-
ingoperations. These force actions affect the accuracyof coordinate positioning.At the
same time, the functions of the manipulator (IR) of the robotic complex, accompanied
by significant power technological loads, are assigned to the power unit;

– versatility, allowing the use of the power unit for various assembly operations (riv-
eting, calking, punching holes, setting bolts with tension, etc.) with minor structural
modifications (or readjustments);

– high productivity that reduces the total cycle time while reducing the main time and
time for auxiliary transitions. This increases the efficiency of the assembly process;

– ease of maintenance, interchangeability during debugging, readjustment and devel-
opment of the control program;

– the possibility of simultaneous operation of the power unit with other executive ele-
ments connected by a single (or homogeneous) control system, including a single
control program (combination of operations, for example, preparing holes, setting
fasteners, punching, riveting, control, etc.);

– operation efficiency, energy carrier availability and minimal consumption;
– manufacturability of the power unit design (simplicity, lack of scarce materials, low
manufacturing costs, the presence of unified structural elements, etc.);

– satisfactory sanitary-hygienic and environmental indicators;
– work safety;
– the implementing feedback possibility of the power unit control system with the
robotic complex control program prevents the occurrence of unforeseen deviations of
the technological process from the standard situation.
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4 Power Unit Control for Adapting the Process of Pneumatic
Impulse Mandreling Holes

Structurally, the power unit (Fig. 1) is a receiver 2 fixed in the corps 1, with a shaft 3
located in it coaxially with the possibility of its axial movement. A striker 4 is located in
the shaft, distributing it into pre-striker and behind-striker (with a rear socket) cavities 5
and 6, respectively. In front of the shaft, a working tool-mandrel 7 is mounted, held by
a mandrel holder 8. The pre-striker cavity 5 can be connected to the atmosphere using
windows 9 in the shaft 3. Alternately, the supply of compressed air from the receiver 2
to the pre-striker and behind-striker cavity is provided by a stepped distribution sleeve
10 located coaxially on the outer surface of the shaft, mounted in the circular chamber
11. The power unit contains an air distribution collector 12, four channels of which are
connected: 13with the receiver 2; 14with the circular chamber 11; 15with behind-striker
cavity 6; 16 with atmosphere (drainage, output).

The manipulator, with the help of the gripping jig, holds the power unit and the
controller associated with it, and moves in a single coordinate system of the robotic
complex in which the object is located.

In order to adapt the process of pneumatic impulse mandreling of holes in the robotic
complex coordinate system, an electropneumatic, pneumo-electromagnetic, pneumatic
mechanical power unit control system has been developed. Each of these schemes has its
own characteristics and advantages. Figure 1, for example, shows a pneumatic impulse
power unit for mandreling holes and a control system using pneumatic electromagnetic
valves (EMV).

Fig. 1. Power unit of the pneumatic impulse device for reverse mandreling with a control system
using pneumatic electromagnetic valves.
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The control system of pneumatic impulse power units with the help of pneumatic
EMV is based on the use of the control electrical network of the controller. According to
the control program, pneumatic one-way EMV provide compressed air injection into the
corresponding cavity of the power unit and ejection from it into the atmosphere. Some
of the power unit control functions is assigned in the principal scheme of its operation.
The energy carrier is supplied through an air preparation unit (APU), which cleans the
air and regulates its pressure, and hence the energy.

The operation principle of the control system for pneumatic impulse power units
using pneumatic electromagnetic valves in the technological system “Power Unit –
Robotic Complex – Object” is shown by a simplified (without taking into account the
time factor) cyclogram (Table 1).

Table 1. Power unit control cyclogram.

Pos. No. State of
the system

Transition
content

The manipulator controller control program
of the robotic complex

Power unit

Manipulator
with power
unit

EMV-1 EMV-2 Position of
elements

1 Initial state Processing of
the
manipulator
movement
trajectory with
the power unit
by the system
Connection to
the pneumatic
network

Tool feed to
the equidistant
axis of a hole’s
group for
mandreling
Turning on
Energy supply
to the APU

No-voltage (off) The initial
position of the
power unit
elements (see
Fig. 1)

2 Positioning Fixing the
power unit on
the mandreling
hole axis
(pre-impact
position)

Moving the
power unit
along the
mandreling
hole axis;
self-centering,
fixing it at a
given point

Powered (on) No-voltage
(off)

Separating
sleeve 10 in the
rear position
Mandrel holder
7 with mandrel
8 immersed by
the value of the
mandreling
stroke

3 Direct
impact

Direct hole
mandreling

Holding in a
fixed position
(see point 2)

Powered (on) Distribution
sleeve 10 (see
point 2)
Acceleration
of the striker 4,
impact on the
mandrel holder
8 with mandrel
7
The striker is
in the forward
position

(continued)
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Table 1. (continued)

Pos. No. State of
the system

Transition
content

The manipulator controller control program
of the robotic complex

Power unit

Manipulator
with power
unit

EMV-1 EMV-2 Position of
elements

4 Reverse
impact

Reverse hole
mandreling

Holding in a
fixed position
(see point 3)

No-voltage (off) Separating
sleeve 10 in
forward
position
The striker 4
accelerates in
the opposite
direction, the
impact of the
striker on the
rear cap of the
shaft, the
striker moves
to the rear
position in
socket 6

5 Return to
initial state

No-voltage (off) The initial
position of the
power unit
elements
(see Fig. 1)

6 Initial state Trajectory
movement for
positioning the
next hole

Fixing at a
given point of
the next hole
axis (by step)

The process of pneumatic impulse reverse mandreling of holes can be adapted to the
robotic complex environment under the following conditions:

– the technological parameters stability of the object (tolerances for the diameters of
hardened holes, the correctness of their shape, the relative position, range, hole pitch,
etc.);

– stability and reliability, sufficient power equipment of the power unit;
– the correctness of the manipulator control program, which ensures the accuracy of
positioning the power unit in the robotic complex coordinate system;

– reliable functional interconnection and interaction of the power unit elements with its
control system.

These conditions are necessary, but they are not sufficient, since they do not fully
provide the property of adaptability – a guarantee that the axis of the working tool-
mandrel will coincide directly at its pre-impact moment with the axis of the hole to be
hardened. Such accurate positioning before impact is not only an important requirement
for automated production in the robotic complex environment, but also an indisputable
condition for the quality of the impulsed hole mandreling process.
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The process of pneumatic impulse mandreling of holes is carried out in a complex
technological system “Robotic Complex – Object – IR Manipulator – Gripping Jig –
Power Unit”. Even in the most perfect and well-coordinated system, functional (both
system and random) errors can occur. Important for the positioning accuracy (coinci-
dence of the mandrel axes and the hardened hole) is basing – a fixed spatial location of
the object in the robotic complex coordinate system.

This determines the accuracy of coordinate movements and positioning of the robot-
manipulator according to the control program and the clarity of binding of the power
unit control subsystem.

Figure 2 shows the second of the power unit control “Pneumatic mechanical control
scheme of the power unit”.

Fig. 2. Pneumatic-mechanical control scheme of the power unit.

The difference here is the replacement of the EMV with air distribution valves A
and B. Valve A provides control of the air distribution sleeve 32 (similar to EMV-1).
The valve B (similar to the EMV-2) provides compressed air supply to the socket 8 and
the shift of the striker 5 with its subsequent acceleration for a direct blow.

The third proposed scheme “Electropneumatic control scheme of the power unit”
is a control system with a partial feedback function (Fig. 3). A similar power unit is
controlled by an air distribution collector.

But the basic elements contain built-in special sensors, and the connection of these
sensors allows you to implement feedback (“Power Unit – Control Program”). In case
of a failure, the sensors do not close the electrical circuit and block the process (stopping
the accident).
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Fig. 3. Electropneumatic control scheme of the power unit.

5 Conclusion

On the basis of the manual pneumatic impulse device for mandreling holes in aircraft
structures, new equipment and schemes for embedding it into multifunctional CNC
machines were proposed.

The real possibilities of a particular device for burnishing (energy unit) are consid-
ered: energy data embedded in the design, specific designs of moving impact elements,
etc.

This tool, operating in the robotic complex system, provides one-way access to
the object. Direct-reverse mandreling with the help of a power unit finally processes
the hardened hole. With a reverse impact, a smoothing mandreling is obtained: at this
moment, the stress-strain state and roughness finally change. Such mandreling re-quires
less energy and is realized at low strain rates.

Unlike other impulsed assembly and mounting processes (for example, riveting,
coinage, countersink and other processes where the amount of energy determines the
quality of the controlled parameters), mandreling does not require normalized energy
values, but, on the contrary, its randomness is preferred, as well as for impulsed hole
punching.

As an example of embedding equipment in modern production, three schematic
diagrams of power unit control were shown. This will enable enterprises to use existing
equipment and embed modernized devices (power unit) into already functioning robotic
complex.

For this, a functional connection of the computer programof the robotic complexwith
the means of the power unit was provided. The work shows the principle of power unit
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control system operation is shown, which gives an understanding of the full operation
cycle of the device during the hole mandreling process.

Amodel of the process of pneumatic impulse mandreling of holes in a complex tech-
nological system “Robotic Complex – Object – IR Manipulator – Gripping Jig – Power
Unit” has been developed, which describes the interaction between the components of
this system.
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Abstract. Complex technical systems form multilevel structures and are built
to perform special tasks. By analogy with natural systems, the development of
such systems leads to the complication of their functioning and the emergence of
new properties, such as, in fact, functional stability. Widespread use of artificial
intelligence in technological processes as cyber-physical systems allows for man-
agement based on fundamental approaches to the stability of complex systems.
Depending on the complexity of the organization of enterprise information sys-
tems and the level of analysis, the property of functional stability can bemanifested
in the form of resistance to errors, reliability, survivability, fault tolerance, adapt-
ability, noise immunity and more. The characteristics that ensure the functional
stability of technological systems and control of dynamic processes of production
processes of metalworking in machine-building enterprises on the basis of non-
linear dynamics, fractal analysis and artificial intelligence are studied. Taking into
account the peculiarities of metal cutting processes, the universal construction of
neural network models of the machining process based on an artificial counter-
neural neural network is proposed and substantiated. To ensure the functional
stability of the production process at machine-building enterprises and enterprises
of the mining and metallurgical complex, an intelligent system of analysis and
forecasting of the dynamic stability of the technological process of cutting with
the help of parallel calculations is proposed.

Keywords: Technological process · Functional stability · Dissipative systems ·
Neural network · Kohonen network

1 Introduction

The main achievements of the transformation of the global information infrastructure
and large-scale automation of production are the actual merger of automated production
technologies, data exchange, and production into a single self-regulatory system with
minimal or no human intervention in the production process. Currently, there is a mass
introduction of cyber-physical systems [1, 2] in the production and breakthroughs in the
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fields of artificial intelligence, robotics, Internet of Things, autonomous transport, nan-
otechnology, autonomous machines, drones, virtual assistants, and translators, guides,
quantum computers, etc. Taken together, this has a significant impact on the functioning
of the state, business, science, and people, which leads to constant modification of exist-
ing concepts and theories and gives new meaning to a wide range of commonly used
terms and concepts in many areas of human activity.

One of the consequences of the revolutionary trend in the development of modern
industry, i.e. Industry 4.0, is a significant expansion of the object composition of tech-
nical systems, and the areas of their use. In particular, as a result of expanding the range
of objects for the operation of complex technical systems, including information and
variations of combinations of these objects, there is a requirement to expand the techni-
cal and object composition of the systems themselves. Such systems include machines,
apparatus, devices, equipment, equipment, and their elements in the form of compo-
nents, blocks, units, etc. It is a set of intelligent technical and cyber-physical systems
and information networks, which by their nature are mostly complex or super-complex
systems [3, 4]. Studies of the nature of cyber-physical systems themselves, as well as
the methodological basis for building cyber-physical security systems of critical infras-
tructure based on modeling the behavior of antagonistic agents in security systems, are
discussed in [5].

On the other hand, we are experiencing a real boom in the development of arti-
ficial intelligence technologies and their widespread introduction into the production
processes of modern enterprises. Thus, in [6, 7] self-organizing neural networks, known
as Kohonen maps, are used to diagnose the state of technical systems. A self-organizing
neural network is used to diagnose equipment malfunctions. This uses the ability of
the network to compress data, i.e. to represent a set of points by the weight vector of
one neuron. Fundamental here is the assumption that each class of defects generates a
certain change in the characteristics of the equipment. The neuron that wins the com-
petition is characterized by either normal operation or a malfunction. Neural networks
with self-organization activate one neuron, which allows locating the damaged element
regardless of the state of the rest. In [7], the Kohonen neural network is used to diagnose
the chemical process of melting metals.

Thus, to ensure the functional stability of technological processes of industrial enter-
prises, it is possible to widely use different classes of neural networks [8]. Training of
neural networks taking into account the condition of functional stability of the techno-
logical process will ensure efficient operation of both production equipment and current
product quality control.

The article [9] deals with issues related to the use of artificial neural networks in
solving problems of identification and control of nonlinear dynamical systems. The
characteristics of the network, which is the result of the use of fuzzy logic apparatus in
the classical SMAS neural network, are studied. It is proved [10] that the use of artificial
intelligence is a practical and perfect tool for solving large-scale problems of complex
technical systems.

The paper [11] emphasizes the crucial role of network feedback in determining
reliable management strategies, providing a dynamic benchmark for other management
methods and opening promising research in the management of complex networks with
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nonlinear dynamics. As shown in [12–14], nonlinear dynamics is a very effective tool
for solving engineering problems.

The application of the theory of nonlinear dynamics and neural networks for
optimization in enterprises with complex technical processes was studied in [15–17].

In [18] the stability of the technological system of processing at high-speed turning
was investigated and the modeling of the dynamic stability of the systemwas performed.
The models are based on vibroacoustic time series of signals generated as a result of
machining. Adjustable and control parameters are determined and, depending on their
set, changes in the dynamics of the system on the attractor on different models are
investigated. A comparative analysis of mathematical models of nonlinear dynamics to
study the behavior of the technological system and verify their adequacy [19–22].

It follows from the analysis that a sufficient number of scientific papers have been
devoted to the issue of ensuring functional stability, but there is no clearly defined
approach to ensuring the functional stability of technological processes of cyber-physical
systems using neural networks. Therefore, research in this area is relevant.

2 Metal Cutting Processes Characteristics

Metal cutting processes are more competitive in terms of accuracy, quality, and effi-
ciency compared to other molding methods. The basis of the cutting process is plastic
deformation and destruction of the cutting layer. The process of plastic deformation of
the cut layer causes deformation of the elastic elements of the general system of the
machine. Dynamic instability of the cutting process causes a decrease in the roughness
of the machined surface and tool wear, which necessitates a reduction in the modes of
machining parts and productivity [8].

Cutting materials, such as stainless and refractory steel, their alloys, are subject
to deformation hardening. They are characterized by intense vibration, characteristic
sawdust, and increased tool wear. In carbon steels, the main impurity is carbon, which,
located at the grain boundaries, can contribute to their fragility. As the temperature
increases, the diffusion mobility of carbon increases, which promotes the sliding of
the grain, increases, and changes the shape of the sawdust. Therefore, the degree of
deformation of the cut layer and the cutting force is reduced.

The susceptibility of cutting materials to deformation before curing depends on their
electronic and dislocation structure, energy defect in the packing of material crystals in
the grain, the presence, strain rate, temperature, type of lattice, etc., and speedof softening
processes. In [8], the peculiarities of the mechanisms of destruction of metals with
increasing strain rates under tensile conditions with different crystal lattices were studied
in detail. The analysis of fractures is given, which allows connecting this effect with the
fragile destruction of sawdust elements., with increasing strain rate and increasing yield
strength of materials with decreasing deformation localization area.

Alongwith these integral factors that characterize the processing ofmetals by cutting,
it should be noted that this process is also characterized by modes of self-oscillation.
In fact, experimental studies indicate [8] the presence of a self-oscillating regime of
structural changes during the deformation of materials undercut conditions. The internal
source causes the phase shift of the cutting force and the occurrence of self-oscillations
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in the periodic localization of plastic deformation in the cutting system. The motion
of localized deformation waves propagates from the free surface to the cutting blade.
The deformation wave in the cut layer also moves to the blade, causing periodic loss of
contact of the tool with the workpiece. In the first approximation, the energy of localized
deformation waves can be determined as follows

�UD = E0 · ρ = α · G · b2 · ρ,

where�UD is the energy of elastic deformation, E0 is the specific energy of deformation
corresponding to the unit of dislocation length, ρ is the dislocation density,G is the shear
modulus, α is the coefficient. The amplitude of the deformation wave h is estimated as
follows:

ε = 2 ln

(
h

dk

)
,

where ε is the degree of deformation, dk is the cell size (fragment ∼ 1/
√

ρ).
In [8] the conditions of deterministic chaos in dynamic machining processes are also

studied. It is shown that three degrees of freedom of the elastic system of a metalworking
machine are enough for the development of chaotic movements. On this basis, a dynamic
model is proposed and various scenarios of chaos of the elastic system of the metalwork-
ing machine are studied, in particular the soliton scenario of chaos of the elastic system
of the machine (see Fig. 1), as one of the most probable scenarios. Construction of
attractors, estimation of dF of fractal dimension [23] and λ Lyapunov exponents in the
direction of force Pz and Py showed that smaller values of dF correspond to the attractor
in the direction of force Py and has zero value λ.

Fig. 1. View of the reconstructed attractor generated by the chaos of the elastic system of the
metalworking machine.

Theoretical studies have shown that the transition from laminar motion of particles
of material processed in cut layers to the vortex, i.e. dynamic chaos, may be associated
with the formation of solitons here. The energy of localized deformation waves can be
determined as follows.
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3 Application of Neural Network Theory in Machining Processes
Modeling

The ability to model nonlinear processes, work with noisy data, and adaptability makes
it possible to use neural networks to solve a wide range of problems. Consider the
management of machining processes in the fields of digital engineering based on neural
networks. This is possible only on the basis of studying the phenomena that accompany
the process of plastic deformation of metals and self-oscillations during metal cutting.
A promising area of a comprehensive study of sawdust processes, cutting dynamics,
and the mechanism of formation of the surface layer of the work piece is a systematic
energy approach [8], according to which the machining process should be considered as
a system of dissipative processes:

Ac = Ad + Afr(f ) + Afr(t) + Agr, (1)

where Ac is the work of cutting, Ad is the work of deformation in the area of shear, Afr(f )
and Afr(t) is the work of friction force of the front and rear face of the tool, respectively,
Agr is the work spent on destroying the growth. Each of the components of the system has
its own properties and nature of behavior. If all possible manifestations of the system
are reduced to the sum of the manifestations of its components, then such a system
is simple. Methods of analysis are traditionally used to describe simple systems, the
essence of which is the sequential decomposition of the system into components and
the construction of models of increasingly simple elements. This is basically a method
of mathematical modeling, in which models are described in the form of equations, and
predicting the behavior of the system is based on their solutions.

An example of such an approach to the formalization of the cutting process are
currentlywidely usedmathematicalmodels ofmachining (see Fig. 2), based on empirical
power dependences of the initial characteristics of the cutting process on the parameters
and geometry of the tool:

A(υ, s, t, ϕ, ϕ1, . . .) = CAυαsβ tγ ϕkϕ
η
1 . . . k1k2 . . . kn.

Fig. 2. Scheme of the cutting process in the form of a system of dissipative processes.
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The universal method of constructing neural network models of the machining pro-
cess on the basis of an artificial neural network of counter propagation can be described
as follows:

– Step 1. Formation of a training sample that characterizes a wide range of conditions
of the technological process and consists of vectors �(τi) available for physical mea-
surement of diagnostic information about the process and, corresponding to them,
vectors of output parameters P(τi).

– Step 2. Generalization and classification of input images�(τi) diagnostic information
in order to determine the set(�) of possible phase states of the technological process
by self-learning Kohonen layer.

– Step 3. Comparison of each individual phase state k of the process with the most
probable values of its initial parameters P ′

k by studying the Grossberg layer.

Estimation of instantaneous values of dependent cutting parameters is based on the
structural-energy representation of the machining process in the form of a system of
dissipative processes described by energy Eq. (1). The task of modeling each of the
parameters (1) is to create a training sample of signals that characterizes the phase
transitions of the cutting process (explicit or vague) due to changes in the controlled
value, and the corresponding training of the neural network.

When using neural network models, the first question is the choice of a specific
network architecture (the number of layers and the number of neurons in each of them).
Then there is the process of learning the network, which is essentially a fit of the model
implemented by the network, to the available training data that characterize the different
options for the conditions of the technological process being modeled. The error for
a particular network configuration is determined by running through the network all
available observations of the input parameters U of the process and comparing the
output valuesWi model with the actual values of the output parametersW process. All
such differences are summed by the so-called error function, the value of which is the
network error. Training is carried out until the network error reaches an acceptably small
value (see Fig. 3).

Fig. 3. Scheme of learning a dynamic neural network model of the technological process.
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The network obtained as a result of training expresses the patterns present in the data.
In this approach, it is the functional equivalent of the relationships between variables,
similar to those built in traditional modeling. However, unlike traditional models, in
the case of networks, these dependencies cannot be written explicitly. Often neural
networks implement very high quality models; however, they are a typical example of a
non-theoretical approach to research. In this approach, the main effort is focused solely
on the practical result. In this case, the adequacy of the model, rather than the essence
of the mechanisms underlying the phenomenon.

In practice, it is not always possible to fully model the entire process. In this case, it
is useful to build a model of any of its components, the most important in terms of initial
parameters of the process or the least convenient for direct measurements and, as a rule,
therefore little studied. Such partial models can be useful for diagnosing the process as a
whole. Naturally, the input data for these models will not be the vector U(t) control, and
the vector �(t) of any intermediate parameters of the technological process, obtained
as a result of physical measurements.

For example, the use of a dynamic neural network model of the oscillating system
“tool-detail” of a metal-cutting machine allows for an effective way to diagnose vibra-
tions that are self-excited in the cutting process. Information about the relative vibrations
of the tool and the work piece can be obtained only as a result of indirect measurements.
The main task of the analysis of such data is to determine the qualitative and quantitative
characteristics of the recorded signals and to judge the true state of the dynamic processes
occurring in the cutting zone. Therefore, we have a convenient tool for diagnosing the
functional stability of the work center of the technological process, which allows you to
detect malfunctions of the unit, which will localize the fault and eventually take action
to continue operating until the completion of the technological operation.

Determining the parameters of the technological system that provide a stable mode
of operation for its intended purpose (machining) is an urgent task. In real production,
the determination of the optimal values of the modes of processing and adjustment of
the machine is carried out using reference books and the experience of the technolo-
gist. However, the reference material often gives only approximate calculations of the
parameters of the adjustment of the machine and does not take into account the dynamic
characteristics of the machines, which can differ significantly from each other. The
solution to this problem can be the development of an individual dynamic passport of
the machine (work center), which allows an automated mode to determine the optimal
modes of operation and their adjustment.

The real technological system is described by a large number of parameters that
to some extent affect the initial parameters of the cutting system, such as vibration,
temperature, force, and deformation, which, in turn, determine the productivity and
quality of the treated surface. Accounting for all parameters in the process model is not
possible. As a rule, in any complex hierarchical dissipative system, from the standpoint
of a synergetic approach, there are parameters of order that determine the behavior of
the system as a whole.

To identify patterns between the input parameters of the cutting process based on
experimental data (cutting mode, machined material, method of fixing the work-piece,
tool geometry, geometric parameters of theworkpiece) and output (amplitude, frequency,
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fractal dimension of the attractor [23]) in [8] used recurrent neural network adapted for
regression analysis. After training, a regression neural network model of the cutting
process was created, which allows to model any combination of input parameters of the
cutting process and analyze the values of the output, thereby determining the margin and
stability of the system in a wide range. The input layer of the neural network consists of
21 main neurons, which receive information about the vector St and additional neurons,
which receive the values of the vector of the previous dynamic state Sd−1 from the
source neurons through the feedback channel. Thus, the neural network model takes into
account the current processing conditions, as well as the previous dynamic state, which
significantly increases the accuracy of modeling. The source layer consists of 4 main
neurons that characterize the vector of the current dynamic state of the cutting process Sd ,
which contains information about the amplitude of self-oscillations, fractal dimension
of the attractor, signal entropy, senior Lyapunov and 10,000 additional neurons, each
responsible for a frequency in the spectrum. Neural network learning is implemented by
the method of inverse error propagation.

Given the large amount of data in the digitized signal of acoustic emission (see
Fig. 4), the problem of learning performance and neural network becomes relevant. A
modern approach to increasing its productivity is the technology of parallel computing.
Parallelization can be performed both on the CPU cores and with the use of GPU cores.
In the problems of spectral analysis with further training of the neural network, it is
advisable to divide the frequency spectrum of the signal into certain zones.

Fig. 4. Neural network model of technological process of cutting.

To increase the productivity of computing should be integrated into the control system
of the production center of the technological process by increasing the productivity of
neural networks and the speed of their learning, the use of GPU cores and nVidia CUDA
technology.
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4 Intelligent System of Dynamic Stability Analysis and Forecasting

Development of a dynamic passport of the work center of the technological process
based on neural networks with a parallel learning algorithm allows to determine the
areas of dynamic stability of the cutting process on specific equipment and assign optimal
processing and adjustment of the work center. Approaches to nonlinear dynamics make
it possible to build attractors of the cutting system and to assess their fractal dimension,
as well as to detect chaotic self-oscillations during cutting and loss of stability of the
cutting system. The use of parallel computing algorithms NVIDIA CUDA significantly
accelerates the learning process of the neural network, which allows them to be used
in systems of operational diagnostics of dynamic stability of technological systems in
production.

Modern intelligent systems integrated into process control include a database of the
dynamic state of the cutting process, a neural network for the stability of the cutting
process, a neural network for classifying the cross-sections of the workpiece, and signal
analysis software.

The database contains information about the vector of technological parameters St
and the corresponding vector of the dynamic state Sd , obtained during experimental
studies or equipment operation [8]. After accumulating a certain amount of informa-
tion in the database, the neural network model of the stability of the cutting process
is trained, which connects the values of the vector of technological parameters St with
the corresponding values of the vector of the dynamic state of the cutting process Sd
(see Fig. 5). The input layer of the neural network consists of 13 neurons, the input
of which receives information about the vector of technological parameters of St. The
source layer consists of 4 main neurons that characterize the dynamic state vector of
the cutting process, which contains information about the amplitude of self-oscillations.
The fractal dimension of the attractor, signal entropy, and 10,000 additional neurons,
each responsible for a frequency in the spectrum. Neural network learning is a method of
inverse error propagation. Due to a large amount of incoming data, parallel computing
(GPU) approaches and NVidia CUDA technology are used, in particular a specialized
cuDNN library, which allows increasing learning productivity by 5–7 times.

The influence of the shape of the workpiece on the vector of the dynamic state of
the cutting process is taken into account using its 3D model. Based on the Boolean
subtraction operation, a 3D model of the workpiece is subtracted from the 3D model
of the working space of the work center bounded by a prismatic solid. Then through
the interval dz cross-sections of the formed figure are constructed. The resulting cross
sections are covered with a grid with cells of size dx. Cells in which there is no solid
body, due to the Boolean subtraction operation, take the value “1”, and in cells in which
there is a solid body, the value “0”. From the obtained values of the cells, a matrix is
formed, which reflects the geometric features of the part in a particular section and the
location of the working space of the work center. The resulting matrix is fed to the input
of an artificial neural network, which on the basis of Kohonen’s self-learning algorithm
forms classes of sections. The obtained classes of sections are recorded in the database
and used in the process of learning the neural network model of stability (functional
stability) of the cutting process.
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After training, the neural network is able to simulate the dynamic state of the cutting
process, forming on the source layer of neurons vector of the dynamic state of the cutting
process Sdm based on data about the vector of technological parameters Stm. By changing
the value of the vector Stm, it is possible to model different dynamic states to further
select the technological parameters that provide the most dynamically stable cutting
modes, thereby increasing the efficiency of machining, and thus ensuring the functional
stability of the process.

Developed intelligent system for diagnostics and management of dynamic stability
of the cutting process, can be implemented on the basis of modeling processing at the
production center for cutting metals with carbide metalworking tools (see Fig. 5). It is
necessary that the input of the neural network model receives the vector of technological
parameters Stm (V = 1 m/s, t = 4 mm, So = 0.1 mm/r). And at the output of the artificial
neural network the corresponding vector of the dynamic state of the cutting process Sdm

is formed. As a variable component of the vector Stm, you can choose the value of Z is
the position of the caliper of the machine on the Z axis of mm, which can vary in steps
of 0.01 mm in the range, for example, from 0 to 350 mm. This technique allows you to
form a vector Sdm throughout the processing of the workpiece.

Fig. 5. Schematic diagram of an intelligent system for diagnosing and managing the dynamic
stability of the technological process of cutting.

The proposed intelligent system for diagnosing and managing the dynamic stability
of the technological process of cutting is a necessary condition for ensuring the functional
stability of the production process.

Ensuring the practical observance of themodel parameters within the real production
process will guarantee its functional stability within the time interval as long as the
parameters of the technology center will satisfy the calculated model parameters. The
system will become functionally unstable when the parameters go beyond the set of
design parameters, which will lead to a loss of dynamic stability of the work center and
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will require stopping the process or its correction, tool replacement, operating modes,
and more.

5 Conclusion

The universal method of construction of neural network models of machining process
on the basis of the artificial neural network of counter propagation is given. Based on
the research, an intelligent system of analysis and forecasting of dynamic stability of
the technological process of cutting with the use of parallel calculations was chosen.
The method of building neural network models of the machining process on the basis
of an artificial neural network of counter-propagation guarantees the fulfillment of the
necessary conditions to ensure the functional stability of the production process.

In the future, it is planned to continue the study of functionally stable technological
processes using artificial intelligence methods. The focus will be on modeling such pro-
cesses, taking into account the characteristics of the working environment, the materials
used, and the impact of physical processes that accompany the relevant technological
processes.
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Abstract. The threaded surface is an important element of various technical prod-
ucts, such as leadscrew, worm drive, high-pressure gas, oil tubing, etc. The accu-
racy of the manufacture of the threaded surface largely determines its reliability
and durability. Threaded surface machining on CNC equipment requires accurate
synchronization of the periodicmovements of the tool with the continuous rotation
of the spindle. One of the possible options for organizing such synchronization
in a two-level CNC system is observed. Mathematical models of movement at
the acceleration stage of the longitudinal movement axis synchronized with the
spindle have been developed. Models based on uniformly accelerated motion and
motion with a smooth change in differential characteristics such as speed, acceler-
ation, and jerk are considered. An S-shaped feedrate profile using the sin2 function
is applied. The movement of the longitudinal axis at thread machining is synchro-
nized with the position of the rotating spindle. The problem of axis acceleration
at synchronized movement on a section of a given length with the implementation
of an S-shaped feed profile is solved. The proposed model is implemented in the
two-level CNC. The results of its experimental studies are presented.

Keywords: Threading · CNC · S-shaped feedrate profile · Smooth jerk · Axis
synchronization

1 Introduction

Threaded joints and parts with helical surfaces are widely used in various industries of
mechanical engineering, mining and municipal economy [1–3]. At the current level of
manufacturing equipment development, most of the parts with critical threaded and heli-
cal surfaces aremanufactured onCNCequipment [4, 5]. The high-accuracy requirements
are imposed upon threaded surfaces, which significantly affects both the characteristics
of products and their durability and reliability, for example, high pressure gas and oil tub-
ing, etc. [6, 7]. The leaders of modern machine tool manufacturing produce equipment
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that provides these requirements. However, the requirements for the accuracy increase
over time [8, 9]. Accordingly, the task of equipment accuracy improving for various
purposes, and in particular for threading, does not lose its relevance.

The control bodies on high feeds cannot immediately respond to variations in the tool
path in sections with bends, due to the influence of inertia forces [10]. One of the areas
of investigations and innovation related to improving the accuracy of CNC equipment
[11] and servo drives [12, 13] is the development of mathematical models [14], and
methods for controlling the machine tools movement, taking into account differential
characteristics, such as speed, acceleration and jerk.ModernCNCsystems use intelligent
feedrate scheduling methods implemented by Look-ahead algorithms [15, 16] in order
to avoid inertial throws due variation the tool movement direction.

This trend is most pronounced in the development of feedrate scheduling systems
for high-speed machining. A large number of the S-shape feedrate models are proposed.
Have been proposed S-shape profiles based on the polynomials: with trapezoidal accel-
eration [17], with a discontinuous jerk [18], with jerk continuous [19] etc. Proposed
S-shape feedrate profiles based on the trigonometric functions: profile with continuous
acceleration and discontinuous jerk [20], with continuous jerk [21] and seven-interval
model of S-shaped profile with smoothly-limited jerk [22]. It was experimentally shown
in [22] that the use of S-shape feedrate profile with smoothly-limited jerk contributes to
an increase in the accuracy of movement of machine organs compared to S-shape profile
with trapezoidal acceleration and jerk limited.

For the threading process on CNC equipment, it is necessary to ensure that several
motion tool axes are synchronized with the position of the rotating spindle. The longi-
tudinal movement axis is most susceptible to the formation of dynamic errors. These
errors can be reduced by applying an S-shaped feedrate profile with a smooth variation
in the differential characteristics. The problem of acceleration of the longitudinal axis
movement in synchronization with the position of a rotating spindle during movement
in a section of a given length with the implementation of an S-shaped feedrate profile
with using the sin2 function is considered in this paper.

2 Threading Control in a Two-Level CNC System

Despite the extremely wide variety of threaded and helical surfaces designs, in their
manufacture using extractive technologies, the same type of processing cycles for multi-
pass threading are used. In Fig. 1a shown the typical toolpath used in threading cycles. At
the same time, for the shaping implementation, it is necessary to perform a synchronized
movement of three axes at once: rotation of the spindle S, movement of the Z-axis
along with the pitch of the helix thread, movement and positioning of the X-axis on
the corresponding size of the diameter of the machined surface. Due to the equipment
design features and differences in inertia, the dynamic characteristics of the spindle
and tool movement axes differ significantly. For this reason, traditional approaches to
coordinating the axes movements involved in shaping through interpolation [23, 24] will
not provide the required accuracy. As a result, the tool movement during the formation
of threaded surfaces is carried out in synchronization with the spindle. In this paper,
synchronization of the longitudinal movement axis is considered as the most prone to
the formation of a dynamic error.
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Fig. 1. Threading process: (a) the tool paths characteristic sections; (b) diagram of the axes
interaction during threading; R is the reset spindle angle value at zero label position.

In Fig. 2 shown the threading control scheme, including the longitudinal axis and
the spindle control. The initial information for processing a specific part is generated in
CAD/CAM and transferred to CNC as a G-code, which contains a minimum set of data
about the parameters of the helix thread forming. In the two-level CNC system used by
the authors for experimental studies [25, 26], the tasks of code interpretation and motion
interpolation are distributed between two PC. Code interpretation is performed without
using real-timemode and involves data conversion and the formation of “Machine code”
in a format convenient for use in equipment control.

Fig. 2. Threading process control scheme.

The “Interpolator” and “Regulator” modules work on a PC in real-time, but clocked
at a different pace to eliminate the “information deprivation” in the “Regulator” module.
In the normal mode of movement, the “Interpolator” module transmits to the “Regula-
tor” module data on variation in the position and speed for each control cycle. Data is
transmitted via a virtual network, which ensures the unification of the communication of
these modules, both within a single PC and when the “Regulator” modules are placed on
separate PCs in a distributed system. Such an organization implies a significant limitation
on the number and type of transmitted parameters.

Transferring data to the “Regulator” module in synchronization mode with the posi-
tion of a rotating spindle has similar limitations. In this regard, the possibility of restoring
themotionmodel using a limited set of parameters should be provided. In addition, in the
process of converting data from a G-code to a set of input parameters in the “Regulator”,
errors may accumulate. The algorithm for calculating the synchronized movement in
the “Regulator” module must exclude the influence of such errors.
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A typical trajectory and the diagram of the axes movement during threading is shown
in Fig. 1. The process is carried out at a constant predetermined spindle speed S. Param-
eter C(t) shows the actual position of the rotating spindle. Before the start of the cycle
(t0), the tool is positioned at the starting point. At zero label position (t1), the C(t) value
is zeroed, the X, Z axes “Regulator” modules enter to the spindle tracking mode. After
the spindle position C0 is reached (t2), the acceleration starts. During the acceleration,
the speed of the Z-axis increases to VZset over a section �Z (t3). The VZset is deter-
mined by the spindle speed S and the helix pitch F. By this time, the spindle should
change position by�C. The threading stage is executed at the speed of the synchronized
movement VZset until the end of the threading section (t4). The synchronized motion
mode is completed by retracting the tool from the workpiece surface along the X-axis
and decelerating the Z-axis to zero speed (t5). The repetition of the cycle is carried out
after returning to the start point in the mode of traditional interpolation. For the proposed
model, the parameters S, C0, �C, �Z are used as initial data.

Due to the peculiarities of the two-level CNC system architecture (Fig. 2), the for-
mation of model parameters is carried out in the “Interpreter” module for the value S
specified by theG-code. The actual spindle speedmay differ due to drive setting errors. In
addition, the spindle speed can be adjusted during processing. Thus, the motion model
must provide the correct acceleration of the axis in the mode of the spindle’s actual
position (Cpos) tracking, regardless of the actual speed being executed.

In this paper,mathematicalmodels of the longitudinal axis acceleration synchronized
with the spindle based on uniformly accelerated motion and motion with a smooth jerk
are considered. An experimental comparison of the accuracy of the longitudinal axis
movement in the application of these models is carried out.

3 Mathematical Model of Uniformly Accelerated Motion

The mathematical model of the longitudinal axis movement in the acceleration section
during threading should provide a clear synchronization of the spindle speeds VS and
the longitudinal axis movement VZ (t). The spindle speed (deg/s) is determined as

VS = 6S, (1)

where S is the value of the spindle speed specified in the G-code (rpm). During accel-
eration of the Z-axis, the spindle performs uniform motion at a speed VS . Then, the
expression for the time t required to reach an arbitrary position �Cpos can be written as

t = �Cpos/6S. (2)

The expression for determining the time tacc required to reach the position �C

tacc = �C/6S. (3)

The speed of the Z-axis at the end of the acceleration section VZset depends on the
thread pitch F and the spindle speed and is equal to the speed on the threading section

VZset = (F · S)/60. (4)
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For the accepted boundary conditionsVZ0(t0)= 0; Z(t0)= Z0 the equations for variation
the speed and position of the longitudinal axis can be written as

VZ (t) = aacc · t, (5)

Z(t) = Z0 + �Z(t) = Z0 + (aacc · t2)/2. (6)

The longitudinal axis acceleration is carried out for some time tacc up to the speed
VZset . From Eq. (5), taking into account (4), obtain the value of the acceleration time

tacc = (F · S)/(60 · aacc). (7)

The expression for the variation in position during uniformly accelerated motion at
the end of the acceleration section can be written from (6) taken into account (3)

�Z = (aacc · �C)/(72 · S2). (8)

From here we get the expression for the acceleration required for the spindle and the
longitudinal axis coordinated movement

aacc = 72 · S2 · �Z/�C2. (9)

From Eq. (5), taking into account (3), (4) and (9), we obtain a relation between the
thread pitch and the displacements of the spindle and the Z-axis

F = 720 · �Z/�C. (10)

To control the Z-axis in the spindle tracking mode according to Fig. 2, the axes
displacements must be represented as a function of the spindle position �Cpos. To do
this, using simple Eq. (6), taking into account (2) and (9), we obtain

Z(�Cpos) = Z0 + �C2
pos · �Z/�C. (11)

During the program execution, the spindle speed may differ from the one specified
in the G-code. Equation (11) relates the position of the Z-axis to the spindle position and
does not use such parameters as time t and spindle speed S. It is obvious that the synchro-
nization of the Z-axis movement with the spindle using the Eq. (11) is not sensitive to
errors in the actual speed of the spindle rotation and can be used in CNC. However, such
a model of the longitudinal axis movement in the acceleration section during threading
does not provide a smooth change in the differential movement characteristics, which is
necessary to ensure high machining accuracy.

4 Mathematical Model of Motion with a Smooth Jerk

In the paper [27] proposed a simplified three-interval model S-shaped feedrate profile
with smoothly-limited jerk using the sin2 function and shows its application in the
CNC. In the feedrate scheduling system, the problem of ensuring the minimum time of
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movement along the processing trajectory is solvedwhile observing the limitations of the
differential movement characteristics. The length of the trajectory section on which the
movement speed is changed is used as one of the limitations, but it is allowed to accelerate
to a given speed on a section of arbitrary length. In contrast to feedrate scheduling CNC
systems [28, 29], during threading it is necessary to ensure the simultaneous achievement
of the required speed of the longitudinal axis movement and the specified position of
the spindle and the longitudinal axis. In this case, the possibility of a deviation in the
spindle speed from the theoretically specified one is allowed. It is necessary to solve the
problem of determining the motion parameters of the longitudinal axis, in which, at a
given length, the speed of movement necessary for synchronization with the speed of
spindle rotation will be achieved.

In Fig. 3. Shown a diagram of a variation of the Z-axis differential movement char-
acteristics in the synchronization mode with the spindle position. To describe the Z-axis
movement, the model with a smooth jerk proposed in [27] is used. However, for the
purposes of describing the movement during threading, the motion model is considered
not as a function of time, but as a function of the parameter p. The value of the parameter
p is defined as the ratio of the spindle position�Cpos to the specified speed of its rotation
or to the specified revolutions S, taking into account Eq. (1)

p = �Cpos/VS = �Cpos/(6S). (12)

Fig. 3. Diagram of kinematic motion parameters: (a) variation the differential movement
characteristics of the longitudinal axis Z with the spindle rotation S; (b) acceleration limitation.

The acceleration section of the longitudinal axis corresponds to its movement in the
interval of parameter change from p0 = 0 to pacc

pacc = �C/VS =�C/(6S). (13)

For the accepted conditions VZ0(p0) = 0; Z(p0) = Z0 the Z-axis speed is given by

VZ (pacc) = (F · S)/60. (14)
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Additionally the following boundary conditions should be observed to achieve the
smoothness of motion during acceleration: AZ (p0) = AZ (pacc) = 0; JZ (p0) = JZ (pacc)
= 0. The traveled distance �Z for the acceleration section is given in the machine code,
the position variation function is determined according to the S-shape feedrate profile
(Fig. 3), which usually includes three intervals.

�Z =
∫

VZdp, Pi = [
pi−1, pi

]
, i ∈ [1, 3], (15)

Acceleration starts at the time corresponding to the value of the parameter p0 and
finishes at the time corresponding pacc. The model covers the following intervals:

– P1 is an acceleration from AZ (p0) = 0 to AZ (p1) = AZP, the duration is �p1;
– P2 is a motion with constant acceleration AZ (p1…p2) = const, the duration is �p2;
– P3 is an acceleration from AZ (p2) = AZP to AZ (p3) = 0, the duration is �p3 = �p1.

In the particular case, intervals of constant acceleration P2 may be not used. At each
i interval parameter from it start is defined as.

τ(p) = (p − pi−1), p ∈ Pi. (16)

Full parameter variation interval for the acceleration process

pacc = �pacc = �p1 + �p2 + �p3 = 2 · �p1 + �p2. (17)

The jerk variation law is based on the sin2 function with period defined by angular
frequency ω(s–1). Value of ω is calculated from the condition sin2(ω · �p1) = 0:

ω = π/�p1.

In accordance with the proposed model, we write equation to determine the velocity

VZ (p) =
⎧⎨
⎩

JZP · FV (p), p ∈ P1,

A(p1) · τ(p) + V (p1), p ∈ P2,

A(p1) · τ(p) − JZP · FV (p) + V (p2), p ∈ P3,

(18)

where FV (p) = 0.25 · (τ (p))2 − (sin(ω · τ(p))/(2 · ω))2.
The position of the longitudinal axis movement is defined as

Z(p) = Z0 + �Z(p). (19)

Equation to determine the distance traveled during acceleration:

�Z(p) =
⎧⎨
⎩

JZP · FS(p), p ∈ P1,

A(p1) · τ(p)2/2 + VZ (p1) · τ(p) + Z(p1), p ∈ P2,

A(p1) · τ(p)2/2 − JZP · FS(p) + VZ (p2) · τ(p) + Z(p2), p ∈ P3,

(20)

where FS(p) = τ(p)3/12 − τ(p)/
(
8 · ω2

) + (sin(2 · ω · τ(p)))/
(
16 · ω3

)
.
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The acceleration, velocity and traveled distance, which will be achieved at the end
of P1 interval (at the p1), in accordance with the proposed model are defined as:

AZP(p1) = 0.5 · JZ · �p1, (21)

VZP(p1) = 0.25 · JZ · �p21, �Z(p1) = JZ · �p31 ·
(
1/12 − 1/

(
8 · π2

))
, (22)

The velocity and traveled distance, which will be achieved at the end of P2 interval
(at the p2), in accordance with the proposed model [27] are defined as:

VZ (p2) = VZset − 0.25 · JZ · �p21 (23)

�Z(p2) = 0.5 · VZset · (�p2) + S(�p1). (24)

From (18), (22) and (17), obtain the speed at the end of the acceleration section

VZset = VZ (pacc) = 0.5 · JZP · (�p21 − �p1 · �p2) = 0.5 · JZP · (�p1 · �pacc − �p21).
(25)

The distance traveled in the acceleration section is determined by the equation

�Z(pacc) = 0.5 · VZset · �pacc = 0.5 · VZset · (2 · �p1 + �p2). (26)

From Eq. (23), taking into account (4), obtain an equation to determine the range of
the parameter variation in the acceleration section

�pacc = 120 · �Z/(S · F). (27)

From (24), (17) and (13), obtain the relation between the thread pitch and the
displacements of the spindle and the longitudinal axis in the acceleration section

F = 720 · �Z/�C. (28)

Equation (25) for the proposed S-shaped profile with smoothly-limited jerk is similar
to Eq. (10) for uniformly accelerated movement. The relation of the considered parame-
ters in Eq. (28) does not explicitly depend on the spindle speed. The number of intervals
in the implemented S-shaped feedrate profile in the acceleration section of the Z-axis
depends on the ratio of the required acceleration and its limitation

AZP ≤ AZ max. (29)

In Fig. 3b shown that when condition (29) is satisfied, the interval P2 is absent, and
the value of the variation in the parameter in the intervalP1 for a two-interval acceleration
profile is determined by the relation between the axis movement and the spindle position
and, taking into account (13), is determined by the equation

�p1_2i = 0.5 · �pacc = �C/(12 · S). (30)
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If condition (29) the acceleration is carried out using a three-interval profile. The
acceleration at the end of the interval P1 will correspond to the AZmax limit. Considering
this, the duration of the interval P1, obtain from expressions (25), (21):

�p1_amax = �pacc − VZset/AZ max. (31)

In the acceleration section, in order to form an S-shaped feedrate profile that satisfies
the condition for ensuring a synchronized movement speed at a given travel length, it is
necessary to choose the smallest value �p1:

�p1 = min(�p1_amax, �p1_2i). (32)

Using Eqs. (25), (26) we find the value of the jerk JZP required for movement in the
acceleration section for both two-interval and three-interval profiles

JZP = 0.25 · �Z/(�p1 · �p2acc − �p21 · �pacc) (33)

In accordance with the proposed model, the calculation of the Z-axis movement
parameters during acceleration section is performed in the following order:

– determination of the intervals for variation of the parameter p, pacc by Eq. (13),
�p1_amax by Eq. (31), �p1_2i by expression (30);

– determination of the number of intervals (32) and the duration of the interval P2 in
accordance with (17);

– calculation of the required jerk JZP according to Eq. (33);
– in the threading process, depending on the position �Cpos, the parameter p is cal-

culated according to the Eq. (12) and the parameters of movement and positioning
according to the model (18), (20).

It is obvious that the calculation of the motion parameters of the longitudinal axis in
accordance with the proposed mathematical model is quite simple for their implemen-
tation in the CNC. The complexity of the calculation algorithm is commensurate with
the complexity of the algorithm of the model of uniformly accelerated movement. The
model provides the ability to control motion in the acceleration section according to a
limited set of initial data, including variation in the positions of the longitudinal axis �Z
and spindle �C in the acceleration frame, as well as the specified spindle speed S. The
parameters of the acceleration sectionmust satisfy the condition (28), which ensures that
the speed necessary for threading is reached in the section of a given length. The model
is not sensitive to deviations in the value of the spindle speed and allows threading with
a significant variation in the spindle speed.

5 Experimental Investigations

Experimental investigations were carried out on equipment with a two-level CNC sys-
tem. Movement of the machine axis with AC servomotor Estun EMG-10APA22 was
investigated. Registration and processing of experimental data was carried out using a
CNC-based software and hardware complex [25, 26].
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The tool movement corresponding to the manufacturing operation of the left-hand
worm screwwas studied (Fig. 1a). The experiment investigate the behavior of servo error
δ(t) during the movement of the Z-axis in a fixed-length acceleration section. A com-
parison of servo error δ(t) obtained during acceleration using the uniformly accelerated
motionmodel (Fig. 4a) and themodel using the S-shaped profile with a smoothly-limited
jerk (Fig. 4b) is performed. Table 1 summarizes the Z-axis movement parameters in the
acceleration section and the resulting servo error values.

Fig. 4. Longitudinal axis servo error δ(t): (a) using the uniformly accelerated motion
model;(b) using the model with smoothly-limited jerk S-shaped feedrate profile.

Table 1. The longitudinal axis movement parameters in the acceleration section

Unit Linear S-shape

Acceleration stage duration s 0.39 0.39

Threading federate m/min 7.5 7.5

Maximum acceleration m/s2 0.325 0.65

Maximum jerk m/s3 325000 7

Maximum servo error at acceleration stage μm 27 6

Maximum servo error at threading stage μm 22 3

As expected,when applying a uniformly acceleratedmotion (Fig. 4a), servo error δ(t)
occurs after a sharp variation in acceleration at the beginning of the acceleration section
(p0) and after it is completed (pacc). At the beginning, the servo error reaches values of
–17…+ 27μm, but this does not affect themachining accuracy, since there is no contact
with the workpiece in this position. After the acceleration is completed, and threading
is beginning, the servo error reaches values of –11… +22 μm, which directly affects
the machining accuracy. For this reason, most CNC system manufacturers recommend
that the thread start point (Fig. 1a, pos. 3) be set outside the workpiece, which cannot
always be done due to the nature of the workpiece design. In addition, this nature of the
movement has a negative effect on the equipment, as it increases its wear and tear.

When the model with a smoothly-limited jerk S-shaped feedrate profile (Fig. 4b)
servo error δ(t) is applied, the behavior of the error changes significantly. At the initial
stage of acceleration outside theworkpiece, servo error oscillations occur within±6μm.
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By the end of acceleration before proceeding to threading, the value of servo error
stabilizes at the level of –1… +3 μm, which corresponds to its value in the steady-state.
This allows to set the start point of the thread (Fig. 1a, pos. 3) directly on the part and
facilitates the execution of technological operations for processing parts with a limited
length of the acceleration section. In addition, the smooth motion reduces wear and tear,
extending the life of the equipment.

Based on the results of the investigation, the proposedmodel S-shape feedrate profile
with a smoothly-limited jerk for synchronization of threading movements was imple-
mented into the production. In Fig. 5a shown the process adjustment the left-hand worm
screw manufacturing, and in Fig. 5b – examples of manufactured parts.

Fig. 5. Worm screw manufacturing: process adjustment (a) and manufactured parts (b).

6 Conclusion

The paper considers the urgent problem of increasing the accuracy of equipment when
synchronizing the tool movement with the position of the spindle in CNC.

Mathematical models of movement at the acceleration stage of the longitudinal axis
synchronized with the spindle have been developed. Models based on uniformly accel-
erated motion and motion with a smooth change in differential characteristics such as
speed, acceleration and jerk are considered. A parameters necessary to set the movement
in the acceleration section has been determined, taking into account the limitations of
the amount of data transmitted to the controlled axle controller module.

The problem of axis acceleration at synchronized movement on a section of a given
length with the implementation of an S-shaped profile are solved. S-shaped profile with
using the sin2 function is applied. The proposed model provides acceleration to the
required speed in a section of a given length, regardless of the actual spindle speed. The
proposed model, in comparison with the uniformly accelerated motion model, provides
a reduction in the positioning error at the threading stage from 22 μm to 3 μm and facil-
itates the execution of technological operations with a limited length of the acceleration
section. The calculating complexity of the proposed algorithm is commensurate with
the complexity of the algorithm for uniformly accelerated motion. The proposed model
is implemented in the CNC and in the manufacturing process.
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Abstract. The concept of urban development is becoming a central idea of urban
development in the active form of the information society. Accelerating digital
transformation processes, the development of information and communication
technologies will replace a significant number of processes of the urban environ-
ment, urban management, living conditions, and the use of urban services. The
paper aims to analyze the world experience of smart city growth, approaches to
assessing and ranking cities according to the degree of development of compo-
nents that define the city as “smart”, as well as taking into account such experience
in building the smart city development strategies in Ukraine. An analysis of world
experience has indicated that the main factor in ensuring the success of US cities
as “cities of the future” is considered by most researchers to be information and
communication technologies. The study considers the first attempt to estimate
and build a ranking list of smart cities. Based on which invention processes, best
practices, and implementation measures will contribute to their further develop-
ment. IMD and the Singapore University of Technology and Design (SUTD) have
suggested the Global Smart City Index (SCI), which is designed to measure a
balanced strategy to the economic and technological aspects of smart cities and
more humanitarian dimensions of urban life. The study presents an overview of
the central segments of SCI, the main aspects of the survey methodology in its
formation, the division of cities into groups for the development of components
of a Smart City.

Keywords: Smart city · Sustainable development · Urban development · The
global index of smart cities · Development strategies · Digital environment

1 Introduction

The development of the concept of smart cities is an integral part of sustainable regional
development. The modern city, along with the active development of digital infrastruc-
ture involves the creation of systems for the integration of urban development manage-
ment with high-tech production and high-tech systems to ensure the livelihood of cities.
To address pressing urban issues, local governments around the world have adopted
smart metropolis programs. They promote digital technologies to optimize urban gover-
nance and interaction between government and non-government actors in the pursuit of

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
O. Arsenyeva et al. (Eds.): STUE 2022, LNNS 536, pp. 609–620, 2023.
https://doi.org/10.1007/978-3-031-20141-7_55

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-20141-7_55&domain=pdf
http://orcid.org/0000-0003-2067-7484
http://orcid.org/0000-0001-8795-199X
http://orcid.org/0000-0001-8782-9425
http://orcid.org/0000-0002-4657-1015
https://doi.org/10.1007/978-3-031-20141-7_55


610 T. Pushkar et al.

sustainable development [1]. Smart governance acts as a socio-technical approach that
reconciles technological potential with new forms of cooperation between local author-
ities and citizens to solve urban problems based on the principles of sustainability [2, 3].
However, research on the concept of smart cities should move away from the contextual
understanding of smart governance, as different spatial conditions have different urban
priorities and circumstances that cause different dynamics of joint governance with the
support of information and communication technologies [4].

Considering the wide range of research on smart cities, and substantiation of strate-
gies for their development in Ukraine, it should be noted that to a large extent the study
of Ukrainian authors reflects the basic approaches and principles of smart cities that
define this concept in the world. The definition of a smart city is mainly based on its
features, such as the integration of information and communication technologies with
urban systems, the creation of innovative infrastructure, improving the quality of life
based on them, and they promote sustainable development. McKinsey Global Institute,
defines the concept of a smart city as a highly intelligent integrated city, characterized by
a combination of technologies that stimulate the integration of social environment and
entrepreneurship, emphasizing the integration of urban systems with modern trends in
technological development [5]. Experts at Vienna University of Technology: European
Smart Cities in developing smart city concepts focus on the fact that such a city combines
competitive attractiveness and sustainable development, or “a city where new infrastruc-
ture links combine energy, transport and communication” [6]. Smart cities are testing
grounds for the EU for measures that can stimulate employment growth because that
is where digital technologies can be combined with innovative infrastructure and new
services [7]. The possibilities of smart cities in the formation of new approaches to the
creation of relevant and modern systems of integration of urban systems are especially
emphasized at this stage of their development. Smart cities are fast-growing cities that
capture the field for new experiments in several important areas, from urban planning,
sustainable energy, and transport strategies to social inclusion and talent mobilization
[8]. However, in the context of the formation of smart cities in Europe in the current
digitalization of society and the dimensions of integration, the implementation of smart
cities in the “old” cities is becoming increasingly important. The problem of managing
the involvement of participants in the formation of a smart old town in the context of cul-
tural heritage has a special sound in this aspect [9]. Undoubtedly, the issues of integration
of the latest digital technologies and urban systems with the preservation of historical
and cultural heritage are of great relevance for the cities of Ukraine. The combination
of cultural, sociological, economic, and technological aspects is a prerequisite for the
successful implementation of the concept of smart cities. A vital issue in the implemen-
tation of smart city development strategies is the perception of the latest changes by city
residents. The comfortable digital environment of the city is, first of all, the attitude and
the possibility to include and use all the advantages of a smart city by its inhabitants.
This study is devoted to the implementation of strategies for the development of smart
cities and attempts to assess the development of these processes through the prism of
their perception by city residents.
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2 World Experience in the Expansion of Smart Cities

The debate over the future of urban development in many Western countries is
increasingly influencing the discussion of smart cities.

The European Economic and Social Committee in its research on the development
of smart cities determines that the sustainability of cities will be the result of a smart
combination of more mature and inventive technologies, integrated (European, national
and local) platforms, modern infrastructure, energy efficiency, more efficient services
tailored to needs. Population and users [6].

The tendencies of recent years in smart city initiatives in the world, identify the
main opportunities and issues that have been accessed and data collection, the useful-
ness of such initiatives for consumers, and the economic viability of such solutions [10].
Another trend in determining the development of smart city strategies, which outlines
the possibility of their implementation are role and expansion of systems for measuring
the effectiveness of management technologies and government programs [11]. Along
with the technical, technological, organizational, and managerial aspects of the func-
tioning of smart cities, it is impossible to deny the importance of spatial expansion and
regional features. The spatial and socio-economic context, which is seen as a major
driver of organizational innovation, can be particularly vital for cities. Cities, as dense
agglomerations with economic entities, concentrated skilled human capital, and devel-
oped infrastructure, are often associated with innovation [12]. The experience of the
formation of smart Swiss cities shows that the availability of research institutions and
the high density of cities are crucial for their development, whereas population, new
housing, and participation in international networks seem less critical [13].

Recent studies of smart city development strategies demonstrate some division in
queries that questionwhether smart city development should be based on: a technological
or holistic strategy; model of cooperation; top-down or bottom-up approach; or one-
dimensional or integrated logic of interference in processes. The example of European
cities (Amsterdam, Helsinki, Barcelona and Vienna) provides an opportunity to identify
several ideas about what strategic principles guide the development of smart cities in
Europe [14]. The main focus is on the maturity of transparency of open data systems
in smart cities, which are seen as a basis for supporting the emergence of sustainable,
interest-oriented residents of smart cities [15]. Examples of the experience of smart cities
in Europe are the cities of Spain, where the government promotes urban development
in the direction of digital transformation, integration of the Internet of Things (IoT),
and improving the social cohesion of residents. Areas of action for the implementation
of strategies conducted in the European metropolis focus on a holistic approach and
specialization (tourismor intelligent buildings),modern technology, software, anddigital
management [16].

The experience of its closest neighbor, Poland, is important for Ukraine. Poland’s
experience in implementing the smart cities strategy includes gradual adaptation pro-
cesses and new forms of urban policy. Smart cities, in the case of the Polish practice act,
are a form of urban policy that has emerged and reflects the tension between contempo-
rary and more traditional forms of urban governance and economic, environmental, and
social pursuits [17].
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The current debate on smart cities is increasingly concentrated on the relationship
between knowledge and communication technologies and sustainability, mainly in con-
nection with the current configuration of cities in the so-called “smarting” process [18].
Based on existing concepts of cooperation and participation in the field of smart city, an
example of how information and communication technologies can promote joint gov-
ernance in the city and increase participation and involvement of its residents in urban
development, we can identify three Brazilian cities that manage municipal operations
centers to “become smarter”: Rio de Janeiro, Porto Alegre and Belo Horizonte [19].

Smart city modeling introduces an emphasis on the static e-government policy to
pragmatic IoT (Internet of Things) solutions that are constantly dynamic in response
to citizens and the environment [20]. More and more regions of the world are focusing
on high-tech cities as drivers of economic growth. An illustration of understanding the
importance of implementing the concept of smart cities as “growth points” is Cape Town
(South Africa). As a smart city, Cape Town can contribute to the socio-economic growth
of Africa by adopting the principles of the Smart Africa Manifesto for Socio-Economic
Development [20].

Within the framework of the initiatives of the European Economic and Social Com-
mittee (EESC) on the development of smart city strategies, the Smart Islands Project
is being executed, which has launched a study of trends in the evolution of smart spe-
cialization in Europe. In 2015 and 2016, a delegation of EESC members will carry out
fact-finding missions to six EU islands. The project focuses on the island of Ile d’Ye
in France, Mallorca in Spain, Favignana in Italy, Samsa in Denmark, Kifnos in Greece,
and Saaremaa in Estonia.

The EESC noted the development of big data in tourism and the QR project in
emergencies in Mallorca, the online community in Samsa, virtual service and services
for the elderly in Saaremaa, and the smart Marina Ahoy solution for small ports in
Estonia [21].

The EESC has overseen several initiatives, such as the offshore wind farm and the
reduction of traffic on the island of Ile; solar energy, energy efficiency, and sustainable
mobility in Favignana, use of straw from local farms for collective heating systems on
Samsa, foreword of renewable energy sources in the energy complex on Kitnos, Samso
EnergyAcademy, public fountains with filtered water to prevent plastic waste and plastic
waste the area of the Egadi Islands [21].

The Smart Islands initiative later became part of the EU’s Smart Cities projects. The
Smart Cities project is a follow-up to the conclusion of the European Economic and
Social Committee (EESC) on smart cities as a driving force for the new European indus-
trial policy, adopted in July 2015. Smart cities can be a driving force for the development
of new European industrial policies that can influence the development of specific man-
ufacturing sectors, greatly expanding the benefits of the digital economy. To achieve
this, the EESC notes the maximum approximation to the development model, which is
more perfect and efficient than those used so far [7]. The initiative examined the imple-
mentation of the “Smart City” strategy in the sample of two cities – Lisbon (Portugal),
and La Rochelle (France) [22].

The World Economic Forum, in collaboration with the President of the G20, will
lead a new global effort to establish universal standards and guidelines for smart city
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technology. One of the directions in the construction of the Global Smart Cities Alliance
will focus its efforts on expanding the use of technology in public places and encour-
aging the basic principles of sustainable urban development, including transparency,
confidentiality, and security [23].

The growth of smart cities as a global procedure, despite the common approaches to
the main components, has its regional features.

In 2017, two institutions, IMD and Singapore University of Technology and Design
(SUTD), decided to join forces to create a Smart City Index (SCI). At the moment, this
is the first attempt to evaluate and build a ranking list of smart cities, based on which
to identify those innovative processes, best practices, and implementation measures that
will contribute to the further development of these processes. SCI is a global index
designed to assess a balanced view of the economic and technological aspects of smart
cities, on the one hand, and the more humanitarian measurements of urban life, such as
quality of life and inclusiveness, on the other. Based on the rating and its associates, a
rating of 118 cities around the world is formed (Table 1).

Table 1. Rating scale of smart cities according to the IMDmethodology and SingaporeUniversity
of Technology and Design (SUTD) (according to [24]).

No Group Quartile Scale

1 Groups 1 The highest quartile AAA–AA–A–BBB– BB

2 Groups 2 Second quartile A–BBB– BB–B– CCC

3 Groups 3 The third quartile BB–B– CCC–CC–C

4 Groups 4 The lowest quartile CCC–CC–C–D

The methodology of evaluation and rating construction includes:

– each city belongs to one of the four groups, based on the values obtained;
– ratings for each city are calculated based on the correlation of the city relative to
another city in the group;

– IMD-SUTD Smart City Index (IMI-SUTD) measures residents’ perceptions of issues
related to the structures and technologies available to them in their city;

– assessment is based on the perception of certain factors 120 inhabitants of each city.
– two components are identified that require perception from residents: the first compo-
nent – “Structure”, which relates to existing urban infrastructure, the second – “Tech-
nology”, which reveals the development of technologies and their implementation in
the city, a description of technological support and services available for residents;

– each level is assessed in five key areas: health and safety, mobility, activities,
opportunities, and governance;

– the final score for each city is calculated by the perception of residents of their city in
all components and key areas [24].

Cities are divided into four groups based on the United Nations HumanDevelopment
Index (HDI). In each HDI group, cities are allocated a “rating scale” (from AAA to D)
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based on the assessment of the perception of the city resembled the assessments of all
other cities in the same city.

In 2021, IMD-SUTD experts identified a smart city as “an urban environment that
uses technology to increase the benefits and reduce the disadvantages of urbanization
for its citizens.“ According to the data, access to better air quality and medical services
has become a priority in such smart cities around the world after the outbreak of the
pandemic [24]. In 2021, the first three areas on the SCI IMD-SUTD were Singapore
(first place), Zurich (second place), and Oslo (third place) (Table 2).

Table 2. Top ten cities according to the SCI IMD-SUTD index in 2021.

Place in the
ranking

City Smart City
rating 2021

Structure Technologies Smart City
rating 2021

1 Singapore AAA AAA AAA 1

2 Zurich AA AAA A 3

3 Oslo AA AAA A 5

4 Taipei A A A 8

5 Lausanne A AAA A new

6 Helsinki A AA A 2

7 Copenhagen A AA A 6

8 Geneva A AA A 7

9 Auckland A A A 4

10 Bilbao BBB A BBB 24

Let’s consider how the main expansion trends are outlined and the level of SCI IMD-
SUTD for leading cities is determined. In assessing the development of the processes of
becoming a smart city, the answers to the questions asked to all respondents in Singapore
were distributed as follows:

– are you ready to provide personal information to improve congestion? (67.3%);
– are you comfortable using face recognition technology to reduce crime? (73.0%);
– do you think that the availability of information on the Internet has supplemented your
trust in the authorities? (75.3%);

– the share of your daily payment transactions that are non-cash (67.9%).
– In Zurich, respondents answered as follows:
– are you ready to provide personal information to improve congestion? (69.4%);
– are you comfortable using face recognition technology to reduce crime? (59.9%);
– do you think that the availability of data on the Internet has increased your trust in the
authorities? (68.1%);

– the share of your daily payment transactions that are non-cash (73.4%).
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Table 3. Assessment by Kyiv respondents of the factors of the “Structure” component in the
assessment of SCI IMD-SUTD in 2021 [16] (summarized by the authors).

No The evaluating factor Percentage of positive feedback from
respondents

Health and safety %

1 Basic sanitation meets the needs of the
poorest areas

68,1

2 Satisfaction with waste recycling services 73,2

3 Public safety is not an issue 57,8

4 Air pollution is not a problem 41,3

5 Providing medical ambassadors is satisfactory 82,6

6 Finding a home with a rent of 30% or less of
your monthly salary is no problem

23,6

Mobility

1 Congestion is not a problem 36,0

2 Public transport is satisfactory 59,9

Activity

1 Greenery is satisfactory 70,7

2 Cultural events (shows, bars, museums) are
satisfactory

66,4

Opportunity (work and study)

1 Job search services are affordable and easy 58,5

2 Most children have access to good schools 69,4

3 Local educational institutions provide lifelong
learning

53,8

4 Businesses are creating new jobs 55,4

5 Any minority feels comfortable and has equal
conditions

56,7

Management

1 Information on local government is available
and open

57,4

2 The corruption of city officials is not a cause
for concern

50,0

3 Residents contribute to local government
decision-making

53,2

Among the 118 cities in the world, which were rated by the SCI IMD-SUTD rating,
the rating comprised only one city in Ukraine - Kyiv, which took 82nd place in the
ranking.
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Thus, the modern world, given the growth of urbanization and the development of
urban agglomerations, is evolving into a world of “smart cities”. Each city, taking into
account general trends, has its exceptional features and certain priorities for development
and digital modification, which can be a useful experience for the execution of processes
for the “smart specialization” of cities in Ukraine.

3 Mechanisms for Implementing Smart City Development
Srategies

As it was mentioned before, only one Ukrainian city, Kyiv, was included in the IMD-
SUTD Smart City Index (SCI IMD-SUTD). The functions defined during the rating and
the built profiles of cities are a certain tool for substantiating strategies for the formation
of smart cities, determining organizational measures, as they outline problematic issues
from the point of view of residents.

The rating was determined, as mentioned above, for the assessment of the two com-
ponents “Structure” and “Technology”. The most complicated issues in the segment
“Structure” residents identified as air pollution, the ability to find housing with rent
equal to 30% or less of monthly salary; significant traffic jams on streets and roads;
corruption of city officials (Table 3).

The main complex issues in the component “Technology” respondents from among
the residents of Kyiv identified: the available websites or applications that allow you
to effectively control air pollution; car-sharing applications reduce congestion; bicycle
rental has reduced congestion; public access to public finance information has reduced
corruption; public participation in online voting and surveys of city governments and
authorities has increased.

In Kyiv, respondents answered as follows:

– are you ready to provide personal data to improve congestion? (72.9%);
– are you comfortable using face recognition technology to reduce crime? (76.9%);
– do you think that the availability of information on the Internet has increased your
trust in the authorities? (56.4%);

– the share of your daily payment transactions that are non-cash (69.0%) [16].

Compared to other cities in the ranking, Kyiv has a fairly low level of reviews by
residents on trust in local councils and local self-government, significant problems in
resolving traffic. The question “Congestion is not a problem” received the least number
of positive answers from respondents.

Therefore, accomplishing comparative analysis and use of the IMI-SUTDSCI rating,
in particular the survey methodologies offered in this rating, can be an influential tool
for developing smart cities (Table 4).

The formation of smart cities is an objective process of information society devel-
opment and significant transformations in economic processes. The fact that the capital
of Ukraine was included in one of the first rankings of smart cities already serves as a
certain indicator of the development of smart cities in the country. The concept of “Smart
City” has been proclaimed in many cities of Ukraine (for example, Odesa, Kharkiv), but
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Table 4. Assessment by Kyiv respondents of the factors of the “Technology” component in the
assessment of SCI IMD-SUTD in 2021 [16] (summarized by the authors).

No The evaluating factor Percentage of positive feedback from
respondents

Health and safety %

1 Online reporting on city maintenance
issues provides a quick solution

55,0

2 Websites or applications allow residents to
easily distribute or sell things they no
longer need

50,7

3 Free public WI-FI has improved access to
city services

58,0

4 Surveillance cameras allow residents to
feel safe

53,0

5 Websites or applications are available to
effectively control air pollution

46,1

6 The organization of medical receptions
online has improved access

63,1

Mobility

1 Car-sharing applications have reduced
congestion

43,4

2 Add that allow you to identify and route to
free parking spaces reduce travel time

59,8

3 Bicycle rental has reduced congestion 48,6

4 Online timing and ticket sales have made it
easier to use public transportation

70,0

5 The city provides information about traffic
jams through mobile phones and
applications

62,1

Activity

1 Buying tickets for performances and
museums online has made it easier to visit

83

Opportunity (work and study)

1 Internet access to job lists made it easier to
find a job

82,7

2 IT skills are provided in schools at a
sufficient level

54,6

(continued)
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Table 4. (continued)

No The evaluating factor Percentage of positive feedback from
respondents

3 The online services provided by the city
have facilitated the opening of new
businesses

52,7

4 The current speed and reliability of the
Internet meet the needs of the connection

74,1

Management

1 Internet public access to information on
city finances has reduced corruption

34,4

2 Public participation in online voting and
polls by city governments and authorities
has increased

48,6

3 There is an online platform where city
residents offer ideas that improve their lives

54,7

4 Processing identity documents online has
reduced waiting times

72,9

the level of evolution of these processes is still in the process of differing and identifying
indicators that need to be evaluated. That is why the world experience, which concerns
not only the tools for the formation of smart cities but also the assessment of the level of
this development, can become the basis for the construction of approaches to assessment
in Ukraine.

Using amethodology that evaluates leaders among intelligent cities who are pioneers
in using the latest digital technologies of urban development, provides an opportunity
not only to resemble the best examples but also to determine the experience that evolves
into a driver of growth and can be successfully applied to Ukrainian cities.

4 Conclusion

The quickness of building smart cities for Ukraine shortly will only increase, which will
be actively promoted by national processes of creating a digital society, the development
of digital governance, and the establishing of a nationwide system of digital services for
citizens. However, the understanding is that proclaiming the Smart City strategy does
not always reflect the reality of constructing a smart city system. The world experience
of consistent implementation of comprehensive procedures to the construction of urban
smart techniques, their integration into city life, and the gradual perception of these
strategies by city residents is not only useful for Ukrainian cities but can be the basis for
long-term programs for smart cities in Ukraine implementation.

The modern city cannot be “smart”, the question arises only in the evolution of
technologies that allow it to be smarter and effectively facilitate sustainable urban devel-
opment, which is reflected in improving the living standards of residents. Effective tools
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can be developed “solid” and “service” information and communication infrastructures,
as well as tools that have already proven themselves in world practice: blockchain tech-
nology, the creation of municipal operations centers, and the use of digital twin cities.
Instructing comparative analyzes with the world’s leading cities on the expansion of
these processes can contribute to the formation of effective strategies for the develop-
ment of “smart” cities, which can be facilitated by accomplishing regular surveys and
analogizing the results of the SCI IMD-SUTD index.

Profitable areas of research in terms of implementing smart city strategies in Ukraine
are the issue of constructing a favorable digital environment for urban residents, which
addresses a wide range of social and economic issues.
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Abstract. This study starts by evaluating the evolution and current state of the
concept of circular city. The latter can be included within a wider window of urban
brandings which share in common the visions and applications in cities of more
sustainable patterns. We adopted a multiple case study approach to evaluate the
adoption of the concept of circular city in Naples. Some organizations located
in such area have been selected as they are performing diverse and innovative
practices of CE that we framed within the interpretative model of circular devel-
opment by Williams (2021). Naples has already defined its vision of smart city
but lacks of a circular city vision. The results of this study could provide use-
ful insights to the policy makers of the city as well as contribute to the existing
research. The analyzed organizations with their CE practices improve the local
environment and generate social development promotingmuch radicalmodels and
visions of CE applications in cities. The case studies instill of new opportunities
the CE transition in cities suggesting to look at beyond its conventional mindset
in waste management and recycling model and showing its potential in reducing
the negative externalities of the linear and recycling models.

Keywords: Circular cities · Smart cities · Naples

1 Introduction

The concept of circular city has many theoretical and practical origins and can be traced
back since to the principles of urban environmentalism emerged from the 1980s [1]. In
this perspective, many developed urban brandings and experiences such as those about
the eco-cities, eco-towns, sustainable cities, smart cities, resilient cities, low carbon
cities, inclusive cities [2] reflect both the visions and variety of nuances and responses
of cities towards the need for being more environmentally and socially sound [3]. Such
models (in particular eco-cities and eco-towns) also underline the need for monitoring
the input and output flows to better adapt cities to natural resource limits and prevent the
generation of waste [1] and in so doing transitioning toward zero waste goals [4]. The
concepts of smart cities and sustainable cities seem the most linked to the concept of
circular economy [2, 3]. Both smart and circular urban systems share the need for cities
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of being more sustainable [3] and suggest the optimization of resources use achieved
by means of technological digital instruments [1]. Certainly, the concept of smart city is
a precursor of the circular city concept as shown by the experience of Genova in Italy
[5]. However, in the circular economy (CE) framework the digital instruments are only
one of the factors characterizing such model. In parallel, the current debate on just CE
transition and the contribution of CE to a sustainable human development and a more
inclusive society [6] could be enablers for the smart cities concept to take into more
account the effects of technologies on people and the social inequalities that could arise
e.g. by the unequal access of people towards the digital technologies [7, 8]. The Just
transition to CE stresses to look at the social changes embedded in the transition process
and the associated technological changes giving attention to the issues of participation,
democracy, decent and quality labor, gender, global justice and good quality of life.1

A circular city seems oriented inmatching the concept of sustainability in all its three
dimensions as reflected in current indicatory frameworks that e.g. many European cities
(e.g. Amsterdam, Rotterdam, Paris, London and so on) are adopting and developing
[9–12]. The model of CE, in itself, requires a considerable change in how a society
produces and consumes in order to transform existing unsustainable societal patterns
[13] as well as how it values resources, goods, well-being of people and environment.
Therefore, rethinking the concept of cities in a more circular way raises the concern of
applying it thoroughly and radically in order for the CE to contribute to a just sustainable
development [6, 14] and the environmental challenges ahead. The adoption of a model
of CE mainly focused on recycling waste as a practice [15] probably could fail the
opportunity of addressing the current global environmental goals and reduce the social
inequalities of the current linear-recycling economy models [16]. CE practices such as
reduction by design, reuse and repair are considered essential to reduce the extraction of
raw materials [17] and the related social inequalities between exporting and importing
countries [18, 19].

Large and small cities across the globe are implementing the CE in their visions and
plans [11] and are showing that it is possible to expand the current focus on recycling
waste towards other practices in the waste hierarchy, e.g., prevention, repair, reuse, refur-
bishing, energy efficiency and renewable energies, cleaner urbanmobility, urban forestry
and urban agricultural programs [20, 21]. The adoption of a circular approach for cities
is also suggested as an opportunity of regeneration for cities against the unsustainable
development and linear patterns of the past [22, 23]. The concept and the researches on
urban mining, addressed to maximizes the economic value of the urban waste streams,
are in line with the planning and designing of sustainable cities whereas they connect
local material and energy loops [24].

The scientific community is trying to define a circular city, namely how could it be
envisioned and approached by policy-makers [11], supporting them towards identifying
tools and indicators appropriate to monitor the CE transition [9, 12]. In this regard, a
circular city can be defined as a city that applies the CE principles (eliminate, circulate
and regenerate in a participative waywith all the city’s stakeholders (e.g. public adminis-
trations, citizens, universities and research centers, private and non-profit organizations,

1 JUST2CE, A Just Transition to Circular Economy, https://just2ce.eu/. Accessed 10 May 2022.

https://just2ce.eu/
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environmental and cultural associations) with the purpose of realizing a future city that
strives for a better sustainability [1].

Concerns for the circular city are also emerging in the political-institutional realm.
Highlighting that a growing number of cities and regions are actively testing and improv-
ing circularity in their urban activities, United Nations in 2016 started the United for
Smart Sustainable Cities Initiative (U4SSC) which provide information exchange and
partnership building towards circular cities. This initiative is in line with the UN 2030
Agenda for Sustainable Development with one of the 17 goals dedicated to sustainable
cities (SDG1). In 2021 the European Union has launched the Circular Cities & Regions
Initiative (CCRI), as part of the New Circular Economy Action Plan. Therefore, in this
study our research aims are the following:

– evaluate an interpretative framework in the literature useful to study the development
of CE in cities and apply it to a case study;

– explore the transition to the CE adoption in the city of Naples by means of some
bottom-up initiatives (from civil society organizations) and mixed ones (participative
public initiatives);

– evaluate qualitatively the potential environmental and social benefit of such initiatives
to provide feedbacks to the policy-makers of the city;

– contributing to improve the current understanding of the circular development in
Naples and the application of the concept of circular city [22, 25, 26];

– exploring the relationships between the concepts of smart city and circular city con-
tributing with new insights to the current debate in the international literature [2].

2 Material and Methods

2.1 Circular Economy Transition in Italian Cities

Italy is currently highly committed in the scale-up of CE at different levels (macro,
meso and micro). At macro level, some cities such as Milan, Prato and Bari2 have been
identified as pilot cities in the CE transition by the Ministry of Ecological Transition due
to their dimension, particular experiences on the CE and geographical position. The city
of Prato is partner of other European Cities within the EU Urban Agenda Partnership
on Circular Economy. However, many other urban initiatives are flourishing and show
how they are contributing positively to the well-being of the local communities creating
a connection between place-based sustainability [27] and CE [28].

In this study, our aim is evaluating the transition to the model of circular city in
Naples, that is the largest municipality in the Metropolitan area of Naples grouping a
total number of 92 municipalities (Fig. 1). Naples is located in Campania Region in
Southern Italy.

Naples has developed since the year of 2014 its vision of smart city in the areas of
mobility, sustainable development, tourism identity, creative environment and innovation
and strategic vision of the future. The city has not yet a specific plan for developing a

2 Circular Economy City of Prato, https://cittadiprato.it/EN/Sezioni/620/Circular-economy/.
Accessed 10 May 2022.

https://cittadiprato.it/EN/Sezioni/620/Circular-economy/
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Fig. 1. Location of naples and the metropolitan city of naples.

circular city but it is currently participating to projects funded by the European Union
about the development of CE in specific sectors. In particular, this year has started
the project “Biocircular cities”3 which considers as pilot area the Metropolitan City of
Naples (that also includes the city of Naples) and other two European cities: Barcelona
(Spain) and Pazardzhik (Bulgaria). The three pilot cities aim to explore opportunities and
challenges in closing the loops for municipal organic waste streams and local industrial
agro-food and forestry sectors. The Metropolitan city of Naples has an important agro-
food industrywithmanybyproducts available forwhich to explore newcircular andmore
sustainable businesses (such as those of the tomato, lemon, olive oil, wine processing
industry). The project involves a consortium of organizations and administrations of
the three areas. The ENEA (Italian National Agency for New Technologies, Energy
and Sustainable Economic Development) research center of Naples is also part of the
consortium. The final goal of this project is proposing new political instruments and
roadmaps in the wider area of EU drawing insights from the experiences of the tree pilot
areas.

In this study, we will show some further initiatives of CE in Naples performed by
small organizations as the CE development also concerns grassroots initiatives contribut-
ing to add further insights to the existing research on the adoption of the circular city
model in Naples [22, 25].

3 Biocircularcities, https://www.bbi.europa.eu/projects/biocircularcities.Accessed 10May2022.

https://www.bbi.europa.eu/projects/biocircularcities
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The analyzed case studies comprise small entrepreneurs, environmental associations,
and start-ups located in Naples. With such realities we have had the opportunity to
collaborate in the last years in some research projects. The CE practices performed
by them can be classified in different thematic areas drawing insight from the circular
development model in cities proposed by [20] and described in the next section.

2.2 Research Method

As a first step in this study, we performed a literature review for searching in the recent
literature an interpretative model useful to analyze the CE development of cities in a
broader vision.We identified in the literature themodel by [20]. Figure 2 shows that such
model considers three types of actions (ecological regenerative, adaptive and looping).
These can be performed in combination during the process of the circular development
and their performances monitored in ecological, social and economic terms. Circular
actions in the loop dimension are related to the repair, reuse, refurbishing, recycling and
recover of waste resources whereas the ecologically regenerative actions entail e.g. the
adoption of green infrastructures that contribute to regenerate the urban environment and
its ecological functions. Finally, adaptive actions aim to render much adaptive the urban
environment, its spaces and its communities to the changing needs of the city and the
limits of the natural environment in order to be more resilient [20]. Then we adopted a
multiple case study approach (by selecting four case studies involved in previous/current
research projects of the authors) to collected data for evaluating the transition to a
circular city in Naples. We combined both analysis of the documents provided by the
founders/participants of the organizations and interviews to them. The last step has
been the validation and discussion of the case studies results compared to the previous
literature on circular economy, circular cities, smart cities.

3 Results and Discussion

The analysis of the development of the circular city model in Naples by means of the
description of four case studies investigated evidences the following results in terms of
adoption of CE practices and related social and environmental benefits.

3.1 Start-Up “Remade in Rione Sanità”: Local WEEE and Plastic Waste
Recycling

Remade inRioneSanità is a laboratory and a social enterprise that experiments innovative
models for waste management at urban level combining innovation and technology,
social development and environmental sustainability with the aim of creating both CE
awareness and new forms of entrepreneurship linked to the CE.

Their activity consists in the collection and recycling of some type of plastic and
waste electrical and electronic equipment (WEEE) components (e.g.: copper from cables
and motherboard’s pin) in the urban area of Naples close to their laboratory. The goal
of the latter is to propose a new and alternative local model of waste management and
recycling compared to the existing one managed by the local public administrations.
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Fig. 2. The classification of the circular economy implementation into three types of strategies:
looping, ecologically regenerative and adaptive as suggested by the model of [20].

Such alternativemodel could be replicable and useful for creating a network ofmicro
enterprises spread throughout the urban territory for amore decentralized and small-scale
management of some type of waste. The recycling of plastic and e-waste in the local
social enterprise overcome the transport of such type of waste over long distances due to
the lack of recycling plants in the close proximities of Naples reducing the environmental
impacts (energy consumption and CO2 emissions) and the related social and economic
costs (e.g., pollution, lost employment and development opportunities). Remade inRione
Sanità, with its economic activity, also contributes to the socio-economic development
of a particular area of Naples suddenly renewed for criminal events in so avoiding its
marginalization compared to the city centre.

3.2 “Fab Lab” in Naples

Fab Lab is the acronym of Fabrication Laboratory. The latter are composed of one
room or more rooms or a building where the so-called makers manufacture or repair
manufactured goods. In Naples and other Italian cities, the Fab Lab movement has
launched their initiatives since the year 2010. Torino with “Stazione Futuro” in the year
2011 and Rome with “Makers!” in the year 2012 organized the first important events
contributing to disseminate the knowledge about Fab Lab in the country [29]. The main
idea at the centre of Fab Lab is contributing to the sharing of knowledge in the internet.
They are strongly convinced that ideas have a public nature and do not have a private
property as they grow and are improved by means of the contribution of the participants
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to the Fab Lab who also can suggest the most adequate technologies or the use of open
sources programs. The aim at the end is to realize the best final product within the
cooperative efforts of the maker and the Fab Lab people [29].

The Fab Lab in Naples has been founded in 2013 and is a non-profit association of
makers, professionals and companies performing the design, research and development
of products and digital fabrication. The reference stakeholders are both public and private
organization such as schools, universities, designers, architects, engineers, makers, pro-
grammers, artisans, university students, simply curious and DIY enthusiasts) who share
their skills and the use of devices, machines and technologies available in the locals of
the Fab Lab for the Digital Fabrication and the creation and shape of their ideas. The
association gives a fundamental importance to the collaboration between the Fab Lab
participants, the access to the technologies for the production, the sharing and the culture
of doing as fundamental factors for the development of sustainable innovation.4

3.3 “Altra Napoli” Association: Regeneration of Buildings, Urban Lands
and Life of Young People

AltraNapoli is a non-profit association founded in the year 2005 by a group ofNeapolitan
people who decided to commit themselves in relaunching and regenerating some most
degraded areas of the city of Naples even if they no more live in that city. Since 2005 the
association has received and invested 9 million euros developing more than 50 projects
and involving about 1000 young people contributing to create work opportunities for
many of them. The activities and goals of the association are centered on the regeneration
of the endogenous resources of the territory of Naples, on the valorization of human
capital and on the development of a social enterprise model. The activities of “Altra
Napoli” consists in the following:

– developing urban regeneration projects in degraded areas of Naples with the goal of
improving the well-being of residents and the cultural and social growth of youth
people;

– create social entrepreneurial projects by means of the creation of cooperatives
composed by youths;

– Valorize the talent of children by means of education, music and theater activities;

Among the 50 projects they developed so far, those related to the urban regeneration
regard the creation of theOrangesGarden that is a green space located in theRione Sanità
area of the city open to children and their families. Such garden project is particularly
important since the low availability of green spaces in such area of the city. Regeneration
projects also involved the renovation of the seventeenth-century cloister and its current
use as a meeting space for young people, the creation of a multifunctional space for
children in the former sacristy of a church for after school activities and ludic-recreational
laboratories, music and new technologies educational programs.Moreover, Altra Napoli
also contributed to the recovery of San Gennaro catacombs and of the paleo-Christian
Basilica of San Gennaro.

4 Fab Lab Napoli, https://www.facebook.com/fablabnapoli. Accessed 10 May 2022.

https://www.facebook.com/fablabnapoli
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3.4 “Green Italia”: Green Mobility for 15 Minute-Naples

This association is involved in the cultural promotion of a renewal of the urban envi-
ronment of the city of Naples. The future well-being of the city, is considered in fact by
the Association very precarious without interventions aimed e.g. to reforest the city to
prevent the further worsening of the so-called “island heat” effect. Without intervention
the city risks of facing 55 days of extreme heat by 2049 which could almost double by
2081.

The association is also firmly convinced of the importance of reducing the vehicles
traffic for improving the livability of Naples and shift toward the vision of Naples at
15 min as developed by Carlos Moreno. His approach is designing urban programs and
policies having people rather than cars at the center who become the main actors in the
urban transformation for better sustainability.5 At this regard, Green Italia evidence that
past important events (e.g. G7 Summit and America’s Cup) provided the opportunity of
adopting pedestrianization programs being very beneficial in reducing local pollution
and smog as well as revitalizing Naples in the world aligning itself with the actions of
other European Cities.

In this perspective, Green Italy is currently proposing more sustainable mobility
alternatives in the plans of the local administration and supporting the pedestrianization
project of the entire seafront to create a “green line” from the historic center to the sea
part of the city.

3.5 “Urban Green Infrastructure” Project of Portici

The municipality of Portici, part of the Metropolitan City of Naples, has launched a new
“Air Heritage” project that has been the winner of the European Call “Urban Innovative
Actions”.

With “Air Heritage” Portici aims to improve the quality of the urban air environment
by perceiving a reduction by 20%of particulatematter (PM10 andPM2.5), NO2 (Nitrogen
Dioxide), CO (Carbon Monoxide) and O3 (Ozone) by means of different solutions such
as soft mobility promoting the use of the so called “Pedibus” (Pedestrian Bus) in almost
all the schools as well as encouraging at least the 20% of children to reach the schools
by walking. The project also considers central the role of green infrastructures (such as
urban forestry, parks and green gardens, urban kitchen garden, green facades and green
roofs) in contributing to achieve the goals of pollution reduction. The innovation of the
project is the involvement of the citizens in the planning of the urban green infrastructures
of the city by means of the participatory maps tool. The latter supports the enhancement
of the green infrastructures planning in quantitative (increasing the availability of green
infrastructures) and qualitative terms paying attention to the methods of combination
of trees and shrubs species, that will be also selected taking into account their capacity
of pollutants removal and mitigation of the effects of climate change. Every citizen, by
filling in a simple form online and selecting the reference place on the participatory
map, can become a “guardian of the green”. The administrators of the city will evaluate
all the proposals and suggestions from the citizens, their feasibility and the appropriate

5 The 15 min City, https://www.15minutecity.com/. Accessed 10 May 2022.

https://www.15minutecity.com/
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tools for implementing their suggestions. The project is realized with Legambiente, one
of the main Italian environmental associations.

The environmental and social benefits of urban greening projects are well-known
and studied by the international literature [30, 31]. For example, urban trees provide
a wide range of ecosystems services as well as social, economic, health, visual and
aesthetics benefits [31]. With regard to the ecosystem’s services, they are related to a
long list comprising carbon storing/sequestration, air quality improvement, storm water
runoff reduction and improvement of water quality, energy use, habitat preservation and
biodiversity, noise reduction, microclimate maintenance in buildings and in the urban
environment. In this latter case, they play an important role in mitigating the so-called
“heat island effect” in summer while they protect buildings from the cold wind in winter
[30, 31].

Finally, with regard to the social benefits these projects contribute to enhance the
liveability of people in cities creating a nicer and more inspiring urban environment
where to live as well as work. They in fact contribute to increase the biodiversity in the
urban context and create a sense of community for the urban dwellers. In that, urban
trees and green areas also give to cities a high aesthetic, landscape and relational value
since they represent key elements of spaces for socializing, relax, sports and recreation.

4 Conclusion

The goal of this studywas showing and disseminating current experiences and alternative
models of the CE development in cities unlocking its conventional mindset on waste
management and recycling (performed in big plants located many kilometers outside
the city), in that way improving the awareness of its potential to contribute to a place-
based sustainable just development and giving better value on the quality of resources,
materials and products rather than on their quantity.

We have chosen the city ofNaples to improve our understanding of the circular devel-
opment in cities by adopting a multi-case study approach of circular activities performed
by some local organizations or within projects. Since 2014 Naples has been defined by
the local municipality as a smart city with specific goals to achieve. Currently, Naples is
also a pilot city with other two cities (Barcelona and Pazardzhik) in the European project
“Biocircularcities” that aims to identify new development opportunities for unexploited
streams of bio-circular processes and products as well as evaluate the main challenges
in such development, their environmental and economic sustainability. The final goal is
leverage lessons in developing new policy tools and roadmaps useful in the larger EU
context.

The results of the multiple case study evidence that by developing looping activities
at the local level of the city (e.g.: reuse/recycling WEEE to create new products) or
refurbishing historical buildings, urban lands and spaces for youth development and
employment, as well as strengthen the network of green mobility and infrastructures
(by means of participative projects), the development of a broad vision of CE has the
potential of rendering cities and their communities, infrastructures and spaces more
adaptive to their changing needs and those of the natural environment, thus providing
environmental, economic and social benefits for the city and its communities.
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Abstract. The paper reviews the main indicators for decision-making process
in the field of waste management at the local level. Development of sustainable
integrated waste management system requires comprehensive consideration and
assessment ofmany factors. Nevertheless, a small number of indicators are usually
used for assessing the development scenarios of the waste management system.
The purpose of the study is to identify the most important aspects of the waste
management system and to formulate general principles for ensuring the sustain-
ability of solid waste management systems performance and development at the
regional level. Analysis of previous studies shows the variety of approaches to
classify indicators of sustainable development in the field of solid waste man-
agement. Large number of factors, a small number of observations and unknown
dynamic relationships between variables are shown to be reasons for complex
problems in solid waste management decision-making. An expert assessment was
made to investigate the officials’ and practitioners’ vision on waste management
systems performance and strategies development. The set of economic, social,
environmental, and technical indicators was selected and assessed by the group
of experts. The analysis shows that mainly economic indicators are considered
by local authorities and other stakeholders involved in regional waste manage-
ment strategies development and implementation while social and environmental
aspects are out of sight. At the same time financing of wastemanagement system is
not systematic and consistent and the amount of funding is extremely insufficient.
The main principles for sustainable performance and development of the waste
management system were formulated in the paper as the following: principle of
national development strategies integration, principle of application of an effective
monitoring and forecasting system, principle of differentiation of the development
strategies at the regional level, principle of considering the stakeholders’ interests.
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1 Introduction

Waste generation is tightly connected with all aspects and stages of human activity,
closely related to energy and material conservation. It affects environment, ecosystems
existence and reproduction, life and health of the population. The waste management
sector is a powerful source of greenhouse gas emissions, which is unacceptable regarding
the implementation of the new European green policy based on transition to a climate-
neutral society. Therefore, the regional sustainable development is inextricably linked to
the reliability, efficiency and safety of integrated waste management systems. The prob-
lem of waste management system is of high level of concern of the transformation period
[1, 2]. The necessity to reform the waste management system and to improve legislative
and regulatory documents contribute to developing projects, plans and programs aimed
at improving the solid waste management system at the level of regions and individual
municipalities or communities. The problem is that not all elements of these systems
are given due attention, which makes the decision-making process inefficient. Thus, a
small number of indicators are used for assessing the development scenarios of the waste
management system to determine the further development strategy on regional level.

Development of integrated documents that will determine the state or regional policy
in the field of waste management over the years and decades (such as numerous regional
waste management programs, regional waste management plans, which are currently
being developed to implement the National Waste Management Strategy), as well as
decision-making by local authorities, require comprehensive consideration and assess-
ment ofmany factors. An important condition for an integrated approach is the awareness
of key groups of stakeholders about modern technologies, solutions. They need to have
systematic approach to solving problems, understanding the risks and threats that may
hinder the implementation of planned activities.

Therefore, understanding the mechanisms of selecting scenarios for the waste man-
agement systems development at the local level, and, if necessary, adjusting them by
increasing the level of knowledge in this and related fields, their transfer to competent
persons, is an important prerequisite for sustainable performance and development of
solid waste management systems [3].

Modern society, as well as technologies of domestic production, are characterized by
high material and energy consumption, which leads to loss of resources, environmental
degradation, waste accumulation. The issue of Ukraine’s backwardness in terms of solid
waste management technologies is especially relevant in the context of European inte-
gration of Ukraine’s economy. Therefore, the creation of effective, complex integrated
regional waste management systems will solve a range of social, environmental, and
economic problems.

2 Literature Review

Supporting the decision-making process in waste management in world practice is most
often carried out through the use of life cycle assessment, cost-benefit analysis and
multi-criteria decision-making [4–6]. The first two methods focus on environmental
and economic aspects, respectively, while the latter considers a set of environmental,
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economic and social criteria. The development, implementation and monitoring of local
or regional waste management strategies should take into account compliance with
regulations, the possibility of using the best-known technologies, public involvement,
improving the quality of life, approximation to the principles of the circular economy,
etc. [7]. The importance of considering environmental factors, particularly related to
municipalwaste, in the analysis of socio-economic development and planning of regional
development strategies, has been considered by many scientists [8–10].

Therefore, the important prerequisite for the creation of sustainable and efficient solid
waste management systems could be defined as following: understanding the mecha-
nisms for selecting scenarios of solid waste management systems development at the
local level; considering economic, environmental, social, technical and organizational
aspects of their planning and implementation; ensuring compliance with basic European
principles, and, if necessary, adjusting mechanisms of scenario selection by raising the
level of knowledge in this and related fields, their transfer to competent persons etc.
There are many approaches to classify indicators of sustainable development in the field
of solid waste management at different levels of administrative and territorial organiza-
tion [9, 11, 12]. Multidimensional analysis of the solid waste management system and
the development of optimization economic and environmental management models and
decision-making algorithms on this basis still remain relevant for scientific research.

Prominent economists tried to determine the optimal ratio of economic, industrial,
market factors that would provide the economic system with a dynamic equilibrium
and sustainable development. The complex problems arising in solid waste manage-
ment decision-making are associated with a large number of factors, a small number of
observations and unknown dynamic relationships between variables.

Provided literature review and own previous research allowed to formulate the
hypothesis as follows:

– H1: Not all socio-environmental factors are identified as important while mak-
ing decisions on the developing strategies of solid waste management systems
improvement.

– H2: The economic tools used to build a solid waste management system in Ukraine
are unbalanced and need significant revision.

– H3: The development of regional waste management strategies should be based on the
principles of sustainable development, which will ensure a well balanced approach.

The aim of the study is to identify the most important aspects of the waste man-
agement system and to formulate general principles for ensuring the sustainability of
solid waste management systems performance and development at the regional level. To
achieve the purpose the following tasks were fulfilled: to define the indicators for assess-
ment, to conduct expert survey, to process the received data, to determine generalized
principles which should be considered to ensure the sustainability of waste management
systems.
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3 Research Methods and Methodology

Method of expert assessments is proposed in the paper to identify the most important
aspects of the waste management system, considering the experience, knowledge and
skills of professionals and decision makers. Expert evaluation is an important way to
obtain and analyze qualitative data for solving problems of management, planning, fore-
casting etc. Themain stages of expert evaluation are the preparatory stage (determination
of the purpose and objectives of expert evaluation, formation of expert groups and for-
mulation of evaluation procedures), choice of expert information obtaining method, the
research, processing of expert evaluation results and analysis of information.

The expert assessment was carried out with the involvement of a group of experts
consisting of representatives of local governments, waste management companies in the
Dergachi district of Kharkiv region.

37 indicators were identified to assess the scenarios of waste management system
development, including 11 main economic indicators, 10 – social and organizational,
11 – environmental, 5 technical (see Fig. 1) [13].

Experts received questionnaires where the importance of each indicator in choosing
a scenario for the waste management system development could be estimated. The
most important factor according to the expert received a score of “5”, and the least
important – “1”.

The Kendall concordance coefficient was used to determine the degree of expert
agreement. Its calculation is performed by expression (1):

Wk = 12S

m2(n3 − n)
(1)

where m is the number of correlated factors, n is number of observations, S is the sum
of the squared deviations of the sum of ranks by m factors from their arithmetic mean,
calculated by expression (2):

S =
n∑

i=1

(

m∑

j=1

Rgij −
m∑

j=1

Rgij )
2 (2)

where Rg is the rank assigned to the i-th value of the j-th attribute.
In the provided estimation the associated ranks are present, so the Eq. (1) will be as

follows eq. (3):

Wk = 12S

m2(n3 − n)− m · ∑m
j=1 Tj

(3)

where Tj is the index of associated ranks in j-ranking.
The analysis was performed using the STATISTICA package. According to the

calculation results, with considering the associated ranks, the concordance coefficient
is established as 0.4284. The concordance coefficient is measured in the range from 0
to 1, with 0 corresponding to inconsistency, 1 – complete consistency. The concordance
coefficient from 0.3 to 0.7 can be considered as average.
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Fig. 1. List of indicators for expert assessment.

Spearman’s rank correlation computed on ranks shows the result of 0.3876. Accord-
ing to the t-Test of Spearman’s rank correlation the calculated t-value is less than the
table value at an alpha level of 0.05 which means the rank correlation coefficient is
statistically significant and the rank correlation between the scores is significant.
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4 Results and Discussion

The result of Friedman’s rank analysis of variance and determination of Kendall
concordance are given in Table 1, where data were sorted by the average rank.

Since in this assessment, the score of 5 was set as the most important (according to
the experts) indicators, the greater the weight of the indicators corresponds to the greater
the value of the average rank. The level of significance is less than 0.05, which indicates
significant differences between indicators.

Table 1. Friedman’s rank analysis of variance and Kendall concordance.

Indicator Average rank The sum of ranks Average Standard deviation

2.7 4.500 67.5 2.267 0.798809

2.8 6.800 102.0 2.667 0.487950

2.6 7.433 111.5 2.800 0.774597

1.5 8.867 133.0 2.933 0.703732

3.7 10.933 164.0 3.000 1.414214

1.7 11.133 167.0 3.267 0.457738

3.3 13.700 205.5 3.333 1.046536

3.9 14.133 212.0 3.400 0.828079

1.11 15.333 230.0 3.600 0.736788

3.6 15.567 233.5 3.533 0.990430

3.2 15.800 237.0 3.533 0.833809

3.5 16.000 240.0 3.600 0.828079

2.9 16.400 246.0 3.600 0.828079

3.10 17.367 260.5 3.667 0.899735

2.5 17.433 261.5 3.667 0.723747

4.2 18.100 271.5 3.600 1.352247

4.4 18.633 279.5 3.867 0.639940

3.4 19.167 287.5 3.867 0.639940

4.3 19.200 288.0 3.867 0.639940

4.5 19.667 295.0 3.933 0.593617

1.10 20.267 304.0 4.000 0.654654

2.3 20.267 304.0 3.933 0.593617

1.3 21.033 315.5 4.067 0.883715

1.6 21.833 327.5 4.133 0.833809

3.1 21.833 327.5 4.067 0.883715

(continued)
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Table 1. (continued)

Indicator Average rank The sum of ranks Average Standard deviation

3.8 21.900 328.5 4.067 0.593617

3.11 22.400 336.0 4.067 0.961150

1.9 23.000 345.0 4.200 0.560612

2.2 23.733 356.0 4.200 0.560612

2.10 24.100 361.5 4.200 0.676123

1.2 25.600 384.0 4.400 0.632456

2.4 25.600 384.0 4.333 0.487950

4.1 27.500 412.5 4.467 0.639940

2.1 27.800 417.0 4.533 0.639940

1.8 28.100 421.5 4.600 0.507093

1.4 30.167 452.5 4.733 0.457738

1.1 31.700 475.5 4.867 0.351866

Table shows that the most significant indicators of the expert assessment are invest-
ment costs, the total cost of the waste management system and the share of waste
management costs in GRP. All of them belong to the group of economic indicators.

The least important indicators (according to the experts)were visual impact, transport
conditions and noise levels - factors that can lead to a deterioration in the quality of resi-
dents life, environmental pollution and social tensions. However, one should remember
that the ranking does not consider the distance between the factors.

In order to determine themost important group of indicators according to the experts,
ranking by the method of average scores was conducted. To do this, the average score
given by each expert within a certain group of indicators was determined (Table 2).

Table 2. Ranking of groups of indicators by the method of average

Experts Groups of indicators

Group1 Group 2 Group 3 Group 4

1 4.45 3.4 2.91 3.2

2 4 3 3.36 4.4

3 3.82 3.7 3.91 4.2

4 4 3.7 3.91 4.2

5 3.82 3.6 4.27 3.8

6 4.73 4.3 4.27 4.4

(continued)
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Table 2. (continued)

Experts Groups of indicators

Group1 Group 2 Group 3 Group 4

7 3.82 3.6 3.55 4

8 3.73 3.7 4 4.2

9 4.36 3.2 2.36 2.8

10 4.45 3.9 4.45 4.2

11 3.73 3.5 4.09 3.8

12 4.36 4.1 4.27 4.6

13 4.09 3.7 3.55 3.8

14 4 3.8 3.64 4

15 3.73 3.1 2.18 3.6

The sum of ranks 61.09 54.3 54.72 59.2

The arithmetic mean of the ranks 4.07 3.62 3.65 3.95

Rank 1 4 3 2

This situation can lead to imbalance of the waste management system, as it does not
take into account all possible threats. For example, insufficient attention to indicator 3.7
“Greenhouse gas emissions” and the choice of waste management scenario, which is
characterized by increased greenhouse gas emissions, leads not only to environmental
pollution, but also to increased taxes on pollutant emissions into the air in the future,
and as a result to the general rise in costs of the waste management system elements.
However, such causation is often overlooked by decision makers due to the lack of a
systematic approach.

The economic instruments used as a priority to ensure the performance and develop-
ment of the waste management system are imperfect and do not perform their functions
in full. This is manifested in the opacity of tariff policy, the presence of debts from con-
sumers of services, the refusal to enter into agreements. Economic incentives to limit
the amount of waste generated are almost non-existent, and containment tools are also
ineffective, including through an imperfect control system. There is no system of inter-
action with producers of goods, which would provide the possibility of utilization of
consumption waste or packaging, there is no system of extended producer responsibil-
ity. The level of investment in this area is insufficient. Financing of waste management
is not systematic and consistent (Fig. 2).

The main source of waste management system funding in Ukraine is local budgets.
In 2018 the annual costs spent for waste management systemwas in the range fromUAH
1,201 thousand (Zakarpatska region) to UAH185,438 thousand (Donetska region). Total
financing in Ukraine amounted to UAH 1,004,674 thousand (including UAH 141,330
thousand from the state budget, UAH696,017 thousand from local budgets, UAH59,260
thousand from loans, and UAH 108,067 thousand UAH from other sources). In Fig. 3
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Fig. 2. Dynamics funds directed to the waste management development in the regions of Ukraine
per capita in the prices in 2015, considering consumer price indices (Ministry of Development of
Communities and Territories of Ukraine, n.d.)

shown the ratio in the financing of various aspects of the waste management system in
the regions of Ukraine.

In 2018 the vast majority of regions spent less than 30% of the total amount of funds
on the construction of new landfills and the reconstruction of existing ones. In 8 regions,
however, these objects of expenditures were not funded at all. This may partly explain
the catastrophic situation with the municipal waste disposal sites in our country. Most
of the money is spent on upgrading of special vehicles and containers used for waste
collection and transportation. However, the destructive processes observed in the market
of waste management services cannot ensure the proper operation of technical means
and lead to their rapid failure, which in turn leads to a constant need to finance this
category of costs without significant quality improvement.

The World Bank estimates that the cost of regional waste management systems for
low-income countries can average up to 20% of the total budget. In middle-income
countries, waste management expenditures account for more than 10% of local budgets
and about 4% for high-income countries [14].

In Ukraine, funds allocated for the financing of waste management range from only
0.01% (Zakarpatska region) to 0.7% (Donetska region) of the region’s budget expen-
ditures, about 0.2% in the country. This amount of funding is extremely insufficient to
ensure the functioning of all elements of the system, and, moreover, does not allow the
implementation of measures for its complex reform.
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Fig. 3. The ratio of funds aimed at the development of various elements of the waste management
system (Ministry of Development of Communities and Territories of Ukraine, n.d) A – funds for
waste disposal sites, B – funds for technical means for solid waste collection, C – other costs
(Regions: 1 – Vinnytska, 2 – Volynska, 3 – Dnipropetrovska, 4 – Donetska, 5 – Zhytomyrska,
6 – Zakarpatska, 7 – Zaporizka, 8 – Ivano-Frankivska, 9 – Kyivska, 10 – Kirovohradska, 11 –
Luhanska, 12 – Lvivska, 13 – Mykolayivska, 14 – Odeska, 15 – Poltavska, 16 – Rivnenska, 17 –
Sumska, 18 – Ternopilska, 19 – Kharkivska, 20 – Khersonska, 21 – Khmelnytska, 22 – Cherkaska,
23 – Chernivetska, 24 - Chernihivska).

5 Conclusion

The development and implementation of new management methods, modern innovative
technologies and approaches, state support for innovative development of the solid waste
management sector is of crucial necessity for solving problems of the mentioned sphere.
Institutional support of waste management as a set of rules and institutions establishing
coordination is a key issue in the process of forming and implementing national and
regional policies in this area.

Attention to the following generalized principles should be paid to ensure the
sustainability of the performance and development of waste management systems:
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1. The principle of national development strategies integration. It is necessary to con-
sider the national goals of sustainable development and ensure their achievement,
particularly by achieving the goals for the waste management system [15].

2. The principle of application of an effective monitoring and forecasting system. A
comprehensive system for datamonitoring andpossiblewastemanagement scenarios
forecasting considering all groups of indicators should be implemented, rather than
focusing the attention of decision-makers only on economic ones. This principle will
also allow to effectively balance the allocation of budget funds to the development
of various elements of waste management.

3. The principle of differentiation of the development strategies at the regional level.
Clustering of regions according to the indicators of regional waste management
systems development [16, 17], allows to develop differentiated strategies to increase
the efficiency of waste management systems at the regional level. At the same time,
there are still common problems that affect the state of waste management system
and each of the regional systems separately.

4. The principle of considering the stakeholders’ interests. The effective performance
of the waste management system strongly depends on its organizational structure,
effective distribution of management functions, powers and responsibilities between
all elements and participants (Ministry of Community and Territorial Development,
Ministry of Ecology and Environmental Protection, Department of Housing, Depart-
ment of Ecology, State Environmental inspection, Local governments, Companies
operating in the field of waste management, the media, NGOs, Population, Scien-
tists, Investors). Providing mechanisms to increase the involvement of major groups
of stakeholders should be implemented to create conditions for the functioning of
effective integrated regional solid waste management systems.
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Abstract. Urbanization process produces relevant negative impacts that need to
bemonitored.Within smart cities, extensive networks of standalone environmental
sensors, potentially integrable within cloud computing capabilities, should serve
as the basis of innovative near real-time monitoring systems, being able to charac-
terize and to detect the variability of urban environmental parameters. While the
interest is often concentrated on air quality and acoustic noise, other parameters
might be of interest, including vibrations, since they can exert a relevant impact on
human health and urban assents (buildings and infrastructures). This work focuses
on the application of an innovative broadband monolithic mechanical seismome-
ter, produced and commercialized by Advanced Scientific Sensors and Systems
(Adv3S™), used as a stand-alone sensor to detect the features of the vibroscape
(i.e.: the totality of vibrations of natural and anthropic origin). Results contain
some examples of raw data, measured in the city of Napoli (Italy), proving the
effectiveness of the sensor in detecting the urban vibroscape features. The sensor,
having a low operational cost and high integrability into data networks, could be
relevant in the context of smart cities, considering different applications, ranging
from the structural health monitoring of urban assets to civil protection purposes.

Keywords: Sensor · Seismometer · Urban vibroscape

1 Introduction

The global urbanization process, characterized by growth of population in cities, higher
concentrations of economic activities and increasing consumption of natural resources
is producing relevant negative effects both on human health and on environmental con-
ditions. In order to understand the causes and to develop effective strategies aimed at the
reduction of these effects, it is necessary a reliable and deep understanding of the causes
affecting the quality of life in cities and the environment, providing the needed support
to urban managers and policy-makers in the development of effective transition strate-
gies and actions aiming at the implementation of sustainable cities and communities,
in agreement with the 11th Sustainable Development Goal, and toward good health and
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well-being (3rd Sustainable Development Goal). It is, therefore, clear that the quality
of this approach is strongly dependent on an accurate knowledge of the environmental
conditions, measured with geographically distributed monitoring systems, often inte-
grating a large number of different typologies of sensors. Within this context, it is also
well known that extensive networks of standalone environmental sensors, potentially
integrable within cloud computing capabilities, should serve as the basis of innovative
near real-timemonitoring systems, being able to characterize and to detect the variability
of urban environmental parameters [1].

Furthermore, the design and implementation of a distributed monitoring system,
synthesis of different classes and typologies of sensors, must be well integrated within
ICT infrastructures, that play a crucial role within the smart cities context [2].

Previous works focused, in particular, on the development of different air quality and
noise monitoring technologies and their applications in Smart Cities [3, 4]. However,
these parameters are not the only environmental parameters of interest for public health
reasons. This is the case of vibrations, that are a known cause of annoyance for urban
residents [5] and potential adverse health effects, such as sleep disturbance, where a
dose-effect relation was found for different levels of exposure to vibrations [6], as well
as other symptoms, such as headaches, dizziness, nausea, fatigue, insomnia, and/or
chronic anxiety [7].

In the case of acoustic noise, considering, in particular, the vibrations within the
range of 20 Hz–20.000 Hz, the concept of soundscape was coined, in order to synthetize
the totality of noise generated by natural and anthropogenic sources characterizing a
given space [8, 9]. However, recent studies suggested that also infrasound vibrations are
a relevant source of stimuli for different living species, being also the most common
form of signaling through mechanical communication [10]. This is why the concept of
vibroscape was coined, as synthesis of the totality of vibrations generated by biological,
geophysical and anthropogenic sources, being detected and characterizing a given space
[11]. Despite the huge applications of vibration studies for civil (e.g., structural health
monitoring) and industrial (e.g., components and material fatigue) purposes, as well
as the monitoring activities for geophysical (i.e., earthquakes or prospection) or other
specific research purposes (e.g., research on gravitational waves), a little attention was
paid in the past in relation to anthropogenic [12] and biological [13] sources of vibrations.
Thus, the characterization of vibroscape in different contexts, such as urban areas, will
likely become a relevant field of investigation, due to its implications for public health
and for the structural health monitoring of urban assets (building and infrastructures).

On the other hand, the above studies, although often devised for specific purposes
and with well-defined goals, if analyzed from a general and synthetic point of view,
clearly show the need of implementation of globally geographically distributed moni-
toring systems integrating different classes of sensors aimed at monitoring different and
independent environmental variables, such as the need of implementation of reliable
standalone sensors and systems for local monitoring aimed at focusing on specific areas
with increased accuracy and precision.

In any case, the critical point of every local and/or geographically distributed moni-
toring system is determined mainly by the sensors, whose typology and quality in term
of precision, accuracy, band, sensitivity, stability and directionality determine the global
quality of the monitoring network and, consequently, the quality of the knowledge that
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it is possible to obtain from the measurements. Among the different typologies of sen-
sors, it is known that seismic sensors, especially seismometers, have the advantage of
producing a minor environmental impact on the quality of detected signals with respect
to other sensors, still keeping very high levels of sensitivity and very large detection
bands, especially in the low frequency region [14].

Thiswork focuses on the application of an innovative broadbandmonolithicmechan-
ical seismometer as a standalone sensor, tested, for the first time in the literature, as an
instrument for urban vibroscape measurement. In particular, results will highlight the
main findings derived from the field test of an implemented stand-alone version of the
system, based on the above seismometer, being used to monitor the urban vibroscape.

2 Materials and Methods

2.1 The Monolithic Mechanical Seismometer

As pointed above, the standalone system version used for these first tests of the
urban vibroscape measurement, produced by Advanced Scientific Sensors and System
(Adv3S™), consists of a high-quality compact size, low power consumption, trans-
portable DAQ system powered with external batteries and equipped with a highly direc-
tional horizontal high-sensitivity broadband mechanical seismometer. Actually the ver-
sion we have used for the tests is the minimal version of an adaptive transportable urban
vibroscape system, since it has been designed as a modular system remotely controllable
and fully expandable, although still compact, to acquire up to 120 sensors of different
typologies (seismic, acoustic, etc.) with very high signal-to-noise ratio and large band,
especially in the low frequency region.

The mechanical monolithic seismometer (SE-10HL), used for this first application
of (seismic) vibroscape monitoring, is a real horizontal seismometer (no force feed-
back control configuration), produced and commercialized by Advanced Scientific Sen-
sors and Systems (Adv3S™). It consists of a mechanical monolithic oscillator (model
GK19A – class EB-100), based on an innovative Watt’s Linkage architecture developed
by the Applied Physics Research group of the University of Salerno [15–19], equipped
with a high-sensitive LVDT readout system, necessary to convert the output mechanical
signal in an electronic signal for data acquisition. The technical characteristics of the
seismometer SE-10HL are detailed in Table 1.

Finally, although the model used for these tests is already effective for a vibroscape
application, it is important to stress that the characteristics of sensitivity, band, size
and weight of the sensor can be defined at the vibroscape network global design level,
being the mechanical oscillator fully scalable in terms of resonance frequency, size and
weight, limited in its performances only by its thermal noise, so that the real and final
performances of the sensor are actually determined only by the readout system choice
[15, 20] that, in our case, is a commercial LVDT system. In fact, a different readout
choice (e.g. optical, interferometric, capacitive, LVDT enhanced, etc.) can increase the
sensitivity of the sensor of two-three orders of magnitude both in sensitivity and in band,
in the low frequency region).

The DAQ system is based on the 24-bit National Instruments™ FieldDAQ, model
FD-11603, whose characteristics are detailed in Table 2, based the Ethernet standard



Application of an Innovative Monolithic Mechanical Seismometer 647

for data acquisition and remote control of the units. The acquisition system, in turn,
was connected to a portable computer running Windows 10 operating system in order
to collect the data for further elaboration. Sampled data were originally saved in *.tdms
file format, being the proprietary file format output of the used DAQ.

Table 1. Technical characteristics of the horizontal seismometer model SE-10HL fromAdvanced
Scientific Sensors and Systems (Adv3S™).

Basic architecture Model CH1PA – class EB-100 monolithic folded pendulum (Pat.)

Configuration Seismometer (open loop)

Natural frequency 3.80 Hz ± 10%

Mass displacement ±0.8 mm ± 10%

Readout LVDT (commercial)

LVDT sensor MHR-010 (Measurement Specialities, Inc.)

Band DC – 100 Hz

Sensitivity 72 V/mm ± 10%

Spectral sensitivity <10–8 m/
√
Hz (3.50 Hz < f < 100 Hz)

Input voltage (dual) ±18 V (min)–±30 V (max)

Output signal (dual) ±10 V (range)

Dimensions 200 (l) × 80 (w) × 110 (h) (mm)

Weight 1750 g

Operating temperature −40 °C–85 °C

Table 2. Technical characteristics of the National Instruments model FD-11603 Data Acquisition
System (DAQ).

Number of channels 8 analogic input channel

Isolation Galvanic isolation between channels and to chassis

Input voltage range ±10.5 V

ADC type 24 bits

ADC resolution Delta-Sigma (with analogic prefiltering)

Sample mode Simultaneous

Time bases

Frequency 13.1072 MHz; 12.8 MHz; 12.288 MHz; 10.24 MHz

Accuracy ±30 ppm maximum

Sampled data rate range

(continued)
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Table 2. (continued)

Minimum 500 Samples/s

Maximum 102.4 kSamples/s

Accuracy

Temperature Gain error Offset error

5 °C to 40 °C, typical 0.013% 0.001%, 0.105 mV

5 °C to 40 °C, maximum 0.037% 0.01%, 1.05 mV

−40 °C to 85 °C, maximum 0.062% 0.02%, 2.1 mV

Stability

Gain drift ±4 ppm/°C

Offset drift ±5 mV/°C

The control system interface, developed byAdv3S™ to act a Supervisor for theman-
agement and control of the DAQ system is a software device running on the portable
computer. In particular, this supervisor controls and synchronizes both the data acqui-
sition and storage through a dedicated Ethernet network, managing the data storage in
frames. This technical choice makes it possible to build open and large data archiv-
ing, leaving completely open the possibility of a full integration of data analysis soft-
ware, open or commercial, in a completely independent way from the proprietary data
acquisition technologies.

The Supervisor ismanaged, also remotely, through a graphical page, used for the con-
figuration of the system at the beginning of each acquisition run (e.g. sampling frequency,
number and position of sensors, temporal length of the frames, etc.). A second graphi-
cal page is equipped, instead, with a graphical window displaying in real-time selected
channels during the data acquisition phase, operation necessary to check the correct
signal acquisition procedure, but very useful also as a tool for the periodic maintenance
of the whole system.

2.2 Raw Data Elaboration

RawData frame were elaborated usingMATLAB™. In particular, the *.tdms frame files
were converted into a structure in MATLAB™, applying an algorithm, made available
through MathWorks File Exchange service [21]. The extracted data contains all the
details about the measurement, as well as the measured time series, that were converted
into displacement values (meters), using the signal conversion factor as reported in the
SE-10HL characteristics (Table 1), that is (1 m ≡ 72,000 V).

Then, the characteristic instrumental response, being specific of each type of seis-
mometer, was removed. In particular, a specific MATLAB script, derived from a pub-
lished research work, was used [22]. This allowed to remove the instrumental response
from the datasets used for this work.

Nevertheless, in order to provide the reader with the real raw data, to give a global
view of the measurements, without any action determined by dedicated and specialized



Application of an Innovative Monolithic Mechanical Seismometer 649

data analysis methods and techniques, we prefer to present in the following only raw
data, simply converted in displacement units, using the conversion factor as reported on
the characteristics of the sensors (Table 1). This choice does not modify the data spectral
structure, since, as largely reported in the literature, the instrument transfer function is
a second order transfer function, so that, beyond the mechanical oscillator resonance
frequency, in general clearly visible in the spectral data figures, the system response is
unitary, while below the resonance frequency, the spectral response must be enhanced
by 40 dB/decade (the sensor attenuates the signal in the low frequency band with an
attenuation coefficient equal to 40 dB/decade).

2.3 Field Measures

Field measures were conducted from February to April 2022. The standalone system
was located in the urban center of Napoli (Italy), close to a main road of the historical
center, characterized by a high traffic load and by the passage of a subway under the
same area. Figure 1 identifies the sampling point and the sampling area.

Fig. 1. Aerial view of the measure area in Napoli (Italy), with measure point evidenced as red
dot. Scale and North orientation are reported within the view. On the top-right, the position of
Napoli municipality in Italy.

3 Results and Discussion

3.1 Results

Displayed results consist in a graphic representation of a sub-set of converted raw data,
serving as representative examples, proving the effectiveness of the system in detecting
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the urban vibroscape and its characteristics. In particular, the presented data, acquired
from the SE-10HL seismometer oriented in the North-East direction, span a temporal
length of about 2 days starting from February 7, 2022 at 22:29:03 (UTC + 1), sampled
at a frequency of 2083 Hz. Although the DAQ system can sustain a sampling frequency
up to 100 kHz, we preferred to choose a lower sampling frequency, in order to minimize
the amount of data storage for a long-term acquisition, since this test was mainly aimed
at looking to seismic signals (vibrations), generally in a band up to a few tenth of Hz.
Nevertheless, the chosen sampling frequency guarantees a full coverage of the band of
interest, especially in the low frequency region, still keeping the level of the digital noise
introduced by the 24-bit ADC lower than the electronic noise of the seismometer.

Although not instrument-corrected, the data (Fig. 2) show already very interesting
preliminary features, It is important to stress that the system, although fully capable, has
not been developed for strong motion measurements (earthquakes, etc.), but its main
feature is that of measuring the seismic background and its forcing, a very relevant
source of information for the study the vibration pollution introduced by environment
conditions and anthropic activity. The signal is lower at night hours (Fig. 3b) than at
daytime hours (Fig. 3a), showing a clear increase of the site seismic background noise
at low frequencies (Fig. 4a), in this case mainly due to anthropic activities.

Fig. 2. Long-term temporal sequence (night and day) of extracted seismometric raw data,
expressed in units of m.

Although a deeper analysis has to be done in order to understand the different possible
causes that can generate these effects, polluting, in some sense, the environment, the
pictures clearly show some already clear things. In fact, while the peak at about 4 Hz
(Fig. 4a and Fig. 4b) is the resonance peak of the seismometer (that disappears one the
data are instrumentally corrected), a very interesting bunch of peaks appears within the
band 1–10Hz, that can be attributed to the resonance frequencies (modes) of the building
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Fig. 3. Extracted sub-set of seismometer raw data, measured as displacement, expressed in units
of m, derived from Fig. 2: (a) Day-time temporal sequence; (b) Night-time temporal sequence.
The difference in amplitude of displacement oscillations between day and night data is clearly
visible from the two figures. Both scales (abscissa and the ordinate axes) have been preserved in
the two figures to be equal to Fig. 2.

Fig. 4. Signal spectra, derived from the extracted sub-set of seismometer raw data represented in
Fig. 3. (a) Day-time signal spectrum; (b) Night-time signal spectrum. Data, plotted in Log-Log
scale, represent the signal displacement, in units of (m/

√
Hz), with respect to the frequency, in

units of Hz.

where the systems has been installed, increasing during the daylight due to anthropic
forcing (traffic, underground, etc.).

Interesting are also the peaks at low frequency, that is about 100 MHz, that can be
attributed to seismic noise generated by the sea (Fig. 4a and Fig. 4b), since this location
is very close to the seaside. In fact, these peaks do not decrease during the night, and in
general change their amplitude and size, due to the changing sea conditions.

3.2 Discussion

The results of field tests performed in the city of Napoli confirm the effectiveness of
the monolithic mechanical seismometer within a standalone system for monitoring the
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urban vibroscape, with particular reference to the background noise and to its dynamical
evolution according to the environment conditions and anthropic activity.

The advantage of using the selected seismometer is its high performance and low
noise [22], higher sensitivity at lower frequencies with respect to other high-quality
sensors, often unable to detect signals lower than 0.5 Hz [23], sometimes very expensive,
being relevant for the identification of some phenomena of geophysical interests, such
as regional earthquake sources (typical frequency band: 0.2 Hz–0.5 Hz) [24].

Besides the relevance of data for public health interest, as stated in the introduction,
the raw data, derived from this standalone system, based on the above-described mono-
lithic mechanical seismometer, could be used in several relevant urban applications,
as already proved by the literature. These include, among the others, the evaluation of
impacts on built heritage due to traffic-induced vibrations [25, 26], structural health
of structures or buildings [27], knowing that fundamental natural frequencies of build-
ings lower than 10 storeys-high falls between 1 Hz and 10 Hz [28], the quantification
of structural impacts on cultural heritage [29], where the same sensors were used for
monitoring the Trajan Arch in the city of Benevento (Italy) [30, 31], but also the perma-
nent distributed monitoring system of the Neptune Temple in the Archeological Park of
Paestum (Italy) operational since 2021 [32], as well as emergency and civil protection
applications [33].

4 Conclusion

Thiswork proved the capability of an innovativemonolithicmechanical sensor, produced
and distributed by the firm Advanced Scientific Sensors and Systems (Adv3S™), to be
integrated into a standalone solution for the characterization of urban vibroscape. The
system, here used in a different configuration for being applied to different field test, can
be deployed in integrationwith a data storage and transmission unit. Thus, the installation
and operativity of such systems in different measuring points, having the characteristic
of having a low operational cost and high integrability into data networks, could be
relevant in the context of smart cities. In particular, collected raw data can find different
relevant applications in the urban context, being already recognized by the literature.

Considering the sensors characteristics and their capability to detect different relevant
phenomena of natural and anthropogenic origin, future research will be oriented toward
the implementation of different tailored applications. Within this context, smart cities
can represent a relevant area of application, being useful for managers and planners for
protecting the existing urban assets, as well as the population, in the case of specific
circumstances, such as those related to civil protection.
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Abstract. Mobility is an integral part of everyday life and affects thewell-being of
European citizens. At the same time, the negative consequences of transport use –
traffic accidents, noise and deteriorating air quality – can be observed in almost all
cities. Mobility has a significant environmental impact, being responsible for over
27% of all greenhouse gas emissions. One of the goals of The Sustainable and
Smart Mobility Strategy, which is part of the European Green Deal package, is
to reduce greenhouse gas emissions in the transport sector. The Strategy contains
82 initiatives that should transform the countries transport system into a smart,
competitive, safe, inclusive and affordable one. This European Union policy doc-
ument is transforming the European transport system so that transport emissions
are reduced by 90% by 2050 and cities become more resilient to future crises.
The purpose of this article is to analyze the implementation and realization of the
Strategy in the countries of Italy, Germany, Poland and Ukraine.

Keywords: Smart city · Sstainability · Smart mobility · Sustainable city

1 Introduction

The world’s biggest cities have faced challenges throughout their history from growing
populations and environmental degradation. And although mobility is part of citizens’
daily lives and affects their well-being, the transport sector is responsible for almost a
quarter of greenhouse gas emissions [1].

Recently, the difficulties of the transport sector have been compounded by the impact
of the COVID-19 epidemic – the number of passenger transport journeys has fallen
crucial and there is a need to redesign the urban environment towards greater social
distance in public transport, on the streets and in other public spaces.

One of the responses to these challenges is the implementation of a Sustainable
and Smart Mobility Strategy (‘the Strategy’). The experience of developed countries in
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responding to theCOVID-19 pandemic in the first half of 2020 has shown that sustainable
mobility measures and organizational solutions have proven to be some of the most
needed in practice.

The Strategy released at the end of 2020 is part of the EU Green Deal [1]. The
strategy lays the foundation for the digitalization of the European transport system as
well as for its greening and resilience to future crises.

2 Literature Review

The concept of sustainable transport, like the more general sustainable city concept, is
an interdisciplinary, practice-oriented approach that implements current theoretical posi-
tions in ecology, economics, urban planning, health, etc. When analyzing the research
on the topic, two directions can be indicated:

1. Studies that directly examine sustainable transport as a distinct field.
2. Studies that examine related fields and consider sustainable mobility in the context

of their research aspect. For example, in the context of sustainable or smart city
issues, urban planning approaches urbanism and design, healthy life-styles, etc.

Sustainable mobility has been addressed in several seminal studies since the mid-
1980s when motorization in developed countries reached its peak [2, 3]. The first works
focused on academic critiques of private car-oriented transport planning as well as inves-
tigating so-called transport paradoxes and describing the effects of induced demand. It
has been investigated that, as a result of the expansion of the street network, the authori-
ties are provoking new demand for road infrastructure, disproportionately exceeding the
value of the road resource added.

Car users, responding to increased road infrastructure and new opportunities for
shorter travel times, etc., are increasing their use of cars, including shifting from public
transport to private cars. Studies show that a 10% increase in road capacity increases
the number of vehicles by 3–6% in the short term and by 6–10% in the long term [4]
(the Lewis-Mogridge paradox [5], Braes’ paradox [6], Dawn’s paradox [7].) The key
conclusion from the reviewed works is that to create an efficient transport system, it
is not the expansion of infrastructure but the introduction of regulatory measures that
create a system of incentives to use the most efficient types of mobility.

These conclusions are in line with the main objectives of The Sustainable and Smart
Mobility Strategy [1]. And although its main purpose is to transform the European
transport system so that transport emissions are reduced by 90% by 2050 compared to
2017, and make cities more resilient to future crises, as an interdisciplinary concept, the
Strategy is in close contact with other related theories of urban development.

The paper considers examples of the implementation of the Strategy for four
countries – Italy, Germany, Poland and Ukraine.
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3 Italy Case Study

3.1 The Need for a Sustainable, Smart and Resilient Mobility Strategy in Italy

The transport sector (in its different modes) contributes significantly to greenhouse gas
emissions in Italy, and the situation could worsen in the near future. In fact, measures to
contain the COVID-19 pandemic have strongly affected population mobility showing an
increase in 2020 in the proportion of people who habitually travel to work only by private
modes of transport (75.0%) [8], rather than more sustainable modes of transportation
such as public transportation.

In this scenario, current Italian planning policies are addressed to ensure sustainable
mobility in road transport (especially in the changing of the car fleet frommore polluting
vehicles to the less-ones) with particular reference to the renewal of local public transport
vehicles and interventions aimed at encouraging the use of zero impact transport modes
such as cycling and electricmicro-mobility, but alsowith reference tomaritime transport.

3.2 Sustainable Mobility

In line with the greenhouse gas emission reduction targets (55% by 2030 and 90% by
2050) set out in the 2019 European “Green Deal” Communication, Italy approved the
same year the National Strategic Plan for Sustainable Mobility [9].

The Plan is intended for the renewal of the bus fleet of local and regional public
transport services and for the promotion and improvement of air quality with innova-
tive technologies. The 2018 Budget Law has established the opportunity to use up to
100 million euros to finance experimental and innovative sustainable mobility projects,
in line with the Sustainable Urban Mobility Plans (SUMPs) for the implementation
of alternative fueled vehicles or boats and related support infrastructure, presented by
municipalities and metropolitan cities.

A second pillar contributing to sustainable mobility in urban areas is the SUMPs.
As of September 2021, 196 SUMPs have been initiated, 53 of them approved and 45
adopted and 98 are in the process of being drafted [10].

With regard to cycling, the cornerstoneof planning for thedevelopment of cycling and
the implementation of the national network of cycling is represented by theNational Plan
for Cycling Mobility. The Plan is articulated with reference to two areas of intervention,
relating, respectively, to the development of cycling in urban and metropolitan areas
and the implementation of cycling on routes defined as regional, national and European
levels.

3.3 Smart Mobility

Smarter Italy is a program promoted by theMinistry of Economic Development (MISE),
the Ministry of University and Research (MUR) and the Minister for Technological
Innovation and Digitization which aims to improve the life of communities and citizens
through the experimentation in the territories of emerging technological solutions in
different areas: mobility, environment, personal well-being and cultural heritage [11].
The financial endowment for the Smarter Italy program is over 90 million euros.
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The first action of the Smarter Italy program involves the definition of one or more
innovative tenders for the development of solutions that improve the mobility and logis-
tics of Italian cities according to the “Smart city” paradigm. The action involves, as
hosts: The Municipalities that have joined the experimentation of the 5G network and
12 “Villages of the Future”. The hosts expressed their needs for innovation in terms
of traffic, pollution, livability of historic centers, usability of industrial districts. These
needs can be scalable throughout the national territory. On the basis of the needs that
emerged, a public consultation was launched with market operators: companies, start-
ups, universities, research centers. The winning solutions will be tested on the territories
of the proposing municipalities.

Another important element of the Italian smart mobility strategy is smart roads.
The former Ministry of Infrastructure and Transport (MIT) issued 2018 the Smart Road
Decree [12], indicating which are the new smart services concerning the roads, and
where and when they will be carried out. The government expects to invest a total of
1 billion euros in the coming years for digitization projects, including the 3,000 km of
smart road.

In the first phase, by 2025, action is taken on the Italian infrastructures belonging to
the European TEN-T network, and on the entire motorway network. Progressively, the
services will be extended to the entire road network of the integrated national transport
system.

3.4 Resilient Mobility

Resilient mobility is mainly addressed by the National Recovery and Resilience Plan
(NRP), which includes a package of investments and reforms divided into six missions,
two of them relevant to mobility [13]. Mission 2 is contributing especially to sustainable
mobility, by including actions relating to hydrogen testing for road and rail transport and
investment in electric buses and the development of more sustainable local transport,

Mission3: Infrastructures forSustainableMobility ismore relevant to resilientmobil-
ity. It provides interventions to complete the main high-speed and high-capacity railway
corridors, integrating them with the regional rail network and making the whole rail
network safe. In close connection with the strategic frame-work of the Mission 3, on the
basis of national resources, investments will also be made for Road Safety 4.0, in order
to improve the safety and climate/seismic resilience of bridges and viaducts, using the
solutions provided by technological innovation and with a view to adapting to climate
change.

In Fig. 1 shown the change in the modal share for passenger and freight transport
between 2019 and 2030 following the implementation of the actions in the NRP. Thanks
to the reduction in average rail travel times throughout the country with a more marked
increase in accessibility in the economically more vulnerable areas, there is a significant
increase in the modal share of both freight and passenger transport by rail.
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Fig. 1. Passenger transportation modal split 2019 and 2030 as a result of NRP implementation
(% values) [14].

However, the NRP lacks an integrated approach to road safety. This is addressed in
the recent National Road Safety Plan 2030 (NRSP). The NRSP adopts the Safe System
approach suggested at the international level to achieve the goal of zero road deaths
and serious injuries by 2050 through intermediate steps. It is a new model that tackles
the issue of road safety by adopting an integrated vision that simultaneously takes into
account the various aspects that affect risk factors.

4 Germany Case Study

4.1 The Need for a Sustainable, Smart and Resilient Mobility Strategy
in Germany

In Germany, the mobility volume between 2010 and 2030, as formulated in the Federal
Transport Infrastructure Plan (BVWP) 2030. According to it, freight traffic will grow
by 38%.

An important approach to counteract this circumstance is the expansion and new
construction of the modes of transport and their transport capacity with only limited
possibilities to increase the traffic area.

In many cases, the expansion or new construction of traffic areas even leads to
disproportionately high additional traffic. When choosing a mode of transport in the
direction of supposedlymore efficientmobilitymodes such as car-sharing or ride-hailing,
this is made more difficult by the fact that it leads to the substitution of bicycle and
pedestrian traffic by these emission-intensive modes, as could be demonstrated with the
example of Uber [15].

4.2 Sustainable and Smart Mobility

On average, German drivers spent 457,000 h in traffic jams – that’s what the ADAC
reported at the end of last year. Current approaches to solutions using micro-mobility
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solutions such as e-scooters or hailing/sharing offers usually only lead to an undesirable
substitution of emission-free alternatives (pedestrian/bicycle traffic) and are therefore
not suitable in their current form. Mobility will continue to change and develop as a
result of ongoing digitalization [16].

Smart Mobility is not a solution, but the future. Many metropolises and regions in
Germany already offer their passengers the option of using an app to switch between
different means of transport. However, these offers always remain on the respective
network connected mobility systems limited.

In the Aachen region, a seamless, digital mobility service is being made available
with a so-called mobility broker “movA”. The offer can be accessed via PC, laptop or
smartphone and links public transport with other mobility providers so that in addition
to buses and trains, numerous sharing offers such as e-scooters, pedelecs or taxis are
also available as on-demand solutions.

EUROPEANMOBILITYWEEK (EMW) is the European Commission’s flagship
awareness-raising campaign on sustainable urban mobility. It promotes behavioral
change in favour of activemobility, public transport, and other clean, intelligent transport
solutions.

In 2022, the winners of the European Awards for Sustainable Mobility 2021 were
crowned in Brussels, including the two EMW Awards. Kassel (Germany) walked away
with the EMW Award 2021, it impressed the jury with its creative activities, which
brought local and regional transport partners together to pro-mote behavioral changes
in children and adults. The city also implemented a number of permanent measures,
including road safety signs near schools and the redesign of two busy streets for bicycle
use. That are a few examples and show that Germany is one of the world leaders in
sustainable, innovative and efficient mobility solutions.

4.3 Mobility Network

Germany has a long history of successful changes and transformations in the transport
sector. The German Partnership for Sustainable Mobility (GPSM) is an initiative by
the Federal German Ministry for Economic Cooperation and Development (BMZ) and
the Ministry for the Environment, Nature Conservation, Building and Nuclear Safety
(BMUB). The German Partnership for SustainableMobility is serving as a guide for sus-
tainablemobility and green logistics solutions in Germany. As a platform for exchanging
knowledge, expertise and experiences, GPSM supports the transformation towards sus-
tainability in developing and emerging countries. It serves as a network of information
from academia, businesses, civil society and associations [17].

The German Partnership for Sustainable Mobility (GPSM) has become ‘TUMI
Friends’ (Transformative Urban Mobility Initiative) and continues to serve as a guide
for sustainable mobility and green logistics solutions in Germany. As a platform for
exchanging knowledge, expertise and experiences, TUMI Friends supports the trans-
formation towards sustainability in developing and emerging countries. It serves as a
network of information from academia, businesses, civil society and associations.
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5 Poland Case Study

5.1 Sustainable and Smart Mobility Strategies in Poland

Urban policy in Poland is based on three main documents: The Strategy for Responsible
Development (SOR) (2017), the National Strategy for Regional Development (KSRR)
of 2019 and the National Urban Policy (KPM) of 2015 [18]. These documents construct
the main areas of activities and define the most crucial challenges facing cities and also
present a vision of city development. The need for changes in individual and collective
mobility (including through the promotion of collective transport) is also addressed in the
Strategy for the Sustainable Development of Transport up to 2030, which was adopted
in 2019. As [19] research indicates, in Poland:

– there is an emphasis on ‘hard’ development factors and physical infrastructure
investments in the areas of transport, energy and ICT;

– hard infrastructure projects are planned regionally, reflecting inter-municipal cooper-
ation requirements mandated by EU policy;

– in terms of prioritization within strategies, transportation is by far the central area of
focus, followed by energy efficiency and ICT;

– efficiency gains in public service provision were inferred through their digitalization
on official municipal websites.

5.2 Smart City Policies in Polish Cities

However, more and more cities in Poland are making an attempt to be considered the
smartest, researches indicate four main metropolises as the smartest cities in Poland.
Namely: Warsaw, Wroclaw, Cracow, and Gdansk. As indicated in Table 1, mentioned
cities vary considering using Smart City policies, implementing both “hard” and “soft”
types. Examples of each type of policies were indicated in Table 2 and Table 3.

Table 1. Projects related to Smart City policies in the smartest cities of Poland [20].

Cities and
their
metropolitan
areas

Hard infrastructure/tangible resources Soft skills/intangible capital

Energy Transportation Water
and
waste

ICT Education Health Social
care

Participation
(e-governance)

Warsaw X

Warsaw
Metro

X X X

Krakow X

Krakow
Metro

X X

Łódź X X X

(continued)
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Table 1. (continued)

Cities and
their
metropolitan
areas

Hard infrastructure/tangible resources Soft skills/intangible capital

Energy Transportation Water
and
waste

ICT Education Health Social
care

Participation
(e-governance)

Łódź Metro X X

Wrocław X

Wrocław
Metro

X X X

Poznań X X X X X X X

Poznań
Metro

X X X

Gdańsk x X x X X X

Gdańsk
Metro

x X

Table 2. Projects related to Smart City policies (area: e-government) in the smartest cities of
Poland [20].

Categories Warsaw Krakow Łódź Wrocław Poznań Gdańsk

Management • Open access

to municipal
services 24/7

• Management

of schools

• Open data

• Land

information

system
• Order and

waste in

city
app

• Car-sharing

• Virtual citizens advisor

• Real estate market

• Mobile assistant – app

• Individual license plates

• City council software

• Land information system

• Public administration services for

residents

• Electronic document management in

city hall

• Queue system

• Sign language interpreter

• One phone number to city hall

• Open data

• Public telecommunication net

• Public

admin.

Services for

residents
• Electronic

document

management
in city hall

• Open data

• Electronic

system of

booking

visits

• Open data

• Land

information

system
• System of

grants

proceeding
• Operational

and

strategic

risk
managing

system

• Web survey

• Map of city order

• City apps

• ISO 37120

standard
• Land

information

system
• Integration of

urban telecom-

munication

subsystems
for better

managing

• System for

management in

education
• Public

administration

services for

residents

• Open data

• System for

planning of

city’s budget

• Queue system
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Table 3. Projects related to Smart City policies (area: social actions) in the smartest cities of
Poland [20].

Categories Warsaw Krakow Łódź Wrocław Poznań Gdańsk

Education • Explain Everything
for schools

• Scholarships for
university students

• School in the city
(in public
institutions)

• Integrated system of
education

management
•
Telecommunications
connections

among schools

• Recruitment
to schools

• Smart apps by
students

• Support in
ICT solutions
for public

sector by
universities

People • Support for
senior
citizens

• Civic budget
• Web portal
of
volunteering

• Civic
budget

• Guide for
disabled -
app

• Civic
budget

• Electronic
search of
dead

people in
cemeteries
• Web system
for dialog

• Tele-care

• Support for NGO’s
• City guide
• Support for senior
citizens

• City blogs
• Public consultations
web portal

• Civic budge

• Civic budget
• Web system
for dialog

• Addresses in
city

• Electronic job
exchange

• Electronic
search of dead

people in
cemeteries
• Warnings
system

• Civic budget

Living
(place)

• System of
notification

about events
• Internet
hot-spots

• Green
places
and
events

in city
– app
• Internet
hot-spots

• Internet
hot-spots

• City guide

• Regeneration of
trade streets

• Events and leisure
time in city

• Cultural events
• Co-operatives and
self-made buildings

• Health events
• Urban events card
• Internet hot-spots

• Green places
– app

• Churches in
city

• City guide
• Airport guide
• Smart zoo
• Exchange of
handbooks

• E-books from
city’s libraries

• Internet
hot-spots

• Adoption of
animals

• Cultural
events

• Conventions
in the city
– app

• Internet
hot-spots

Polish cities appear to be partially successful in the implementation of Smart Cities
strategies. There is a slightly change to be observed especially in such areas as coopera-
tion, increased digitalization of services and meeting needs [20]. The biggest obstacles
that are addressed consider: lack of resources and experience and technical capacity [20].
Eventhugh, as researches indicate there is potential for gradual change and innovation, a
balance between business interests and innovations, technological change, local govern-
ment responsibilities and citizen needs is key to maintaining sustainable development
and improving the quality of life in cities [19, 20].
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6 Ukraine Case Study

6.1 Importance of Sustainable and Smart Mobility Strategy for Ukraine

Emissions of greenhouse gases from transport in Ukraine account for about 10–12% of
all greenhouse gas emissions per year [21], and emissions of harmful pollutants into the
air from transport 35–40% [22]. In large cities emissions from transport can account
for up to 90% of all emissions. A shift to low or zero-emission transport is therefore
important for Ukraine.

There are some differences in the objectives declared by the EU and Ukraine: The
EuropeanUnion aims to reduce emissions from transport by 90% and to create a climate-
neutral continent by 2050, while Ukraine aims to become carbon neutral by 2060. How-
ever, despite these differences in the declared objectives of the EU and Ukraine, the
key priorities of the Mobility Strategy fully correspond to the goals and objectives of
Ukraine in cooperation with the EU.

6.2 Priority Areas for Ukraine’s Development

Development of Cycling Infrastructure
20 Ukrainian cities and united territorial communities have developed and approved
cycling infrastructure plans. However, there are not enough bicycle lanes in Ukrainian
cities (Fig. 2) [23].

Lviv
Vinnytsia

Kharkiv
Chernivtsi

Ternopil
Odessa

Zaporizhia
Zhytomyr
Cherkasy

Poltava

105.591.5
70

32.6
21

17.5
15
14.3

8.6
6.6

5.8
5.8
5.6

3.5
3.3
3 
2.7
2.4

1.5

Regional Center    Lenght, km

Fig. 2. Length of bicycle lanes in regional centers of Ukraine, km (April 2020) [25].

Development of Electric Mobility
Ukraine is already creating incentives for the development of electric vehicles thanks to
easier taxation for the import of electric vehicles. As a result, the electric vehicle market
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in Ukraine is growing: as of January 1, 2022, over 33 thousand electric vehicles were
registered, and in 2021 Ukrainians purchased 8.8 thousand electric-powered cars [24].
Specialized chargers have not yet been introduced for trucks, so there are only light
trucks in the country.

A priority for electric mobility is to expand the network of charging stations - there
are 8,529 electric vehicle charging stations in Ukraine, September 2020 [25].

Development of Sustainable Urban Mobility Plans for Ukrainian Cities
The integration of Ukraine’s transport network into the TEN-T requires the fulfilment
of the network development requirements. In particular, the cities that are “nodes” of
the network must develop Sustainable Urban Mobility Plans. As of the end of 2021, the
8 cities have Sustainable Urban Mobility Plans (SUMP) (Table 4).

Table 4. Development of a Sustainable Urban Mobility Plan for Ukrainian cities, 2021.

City Zhytomyr Ivano-Frankivsk Lviv Mykolayiv Poltava Kharkiv Kherson Ternopil

Deadline 2019 2015 2020 2018 2018 2021 2021 2022

Funded by Grant GIZ Grant GIZ Grant GIZ Budget
funds

Grant
GIZ

Grant
GIZ

Grant
EBRD

Budget
funds

Developer Dornier PTV & Dreberis Lviv-avtodor A + C Dornier Dornier Egis Dornier

Micro Mobility as a “LAST-MILe” Solution
Micro-mobility in Ukraine is evolving. The number of bicycle couriers has increased
by 35–48% since autumn 2019 compared to the same period in 2020, this is due to the
growth of e-commerce and a corresponding change in customer behavior [26].

Around 5% of the cyclists observed in the survey used a bicycle rental service. The
increased popularity of micro-mobility was a consequence of quarantine restrictions
and interruption of public transport. This boom in micro-mobility has opened up many
problems in urban infrastructure and traffic law.

6.3 Changes as a Result of the Strategy Implementation

When analyzing the impact created on the transport sector in Ukraine by the adoption
of the Sustainable and Smart Mobility Strategy, several trends can be identified:

– the Strategy may have a negative impact on the Ukrainian road business transporting
cargo to Europe, as more rail freight becomes a priority. This trend is evident in the
decreasing number of transport permits Ukraine receives;

– the Strategy encourages the development of multimodal complexes at Ukraine’s west-
ern border crossings with the EU. This will contribute to a change in the investment
policy of European banks for infrastructure projects in Ukraine.

It should be noted that the actions initiated to implement the Strategy have been
suspended or even set back due to the impact of military operations in Ukraine since
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February 2022. Thus, as of late April 2022, according to the State Agency of Ukrainian
Highways “Ukravtodor” the number of public roads destroyed due tomilitary operations
is 23,000 kmof roads. In addition, 273 structures, including bridges and overpasses, were
destroyed. The total amount of damage reaches – EU 26 billion for roads, and 1.2 billion
for bridges [27]. According to preliminary expert estimates, about 500 thousand cars
have been irretrievably lost due to hostilities in Ukraine. Another 300 thousand vehicles
have left the territory of Ukraine. In total, about one million cars have been withdrawn
from the active part of the car fleet.

7 Conclusion

This paper reviews the main initiatives of The Sustainable and Smart Mobility Strategy
published by the EU in December 2020. One of the goals of the Strategy, which is
part of the European Green Deal package, is to reduce greenhouse gas emissions in the
Transport sector.

The paper examines the implementation of The Strategy in Italy, Germany, Poland
and Ukraine. Identification of the main drivers of each country for Strategy points per-
formance. The priority areas for realization are presented and the difficulties faced by
the countries in implementing the Strategy initiatives are highlighted.

References

1. EU Commission: Annex to the Communication from the Commission to the European Par-
liament, the European Council, the Council, the European Economic and Social Committee
and the Committee of the Regions. The European Green Deal, Brussels (2019)

2. Williams, K. (ed.): Spatial Planning, Urban Form and Sustainable Transport. Routledge
(2017). https://doi.org/10.4324/9781315242668

3. Schiller, P., Kenworthy, J.: An Introduction to Sustainable Transportation. Routledge, London
(2017). https://doi.org/10.4324/9781315644486

4. Litman, T.: Smart Congestion Relief-Comprehensive Evaluation of Traffic Congestion Costs
and Congestion Reduction Strategies. Victoria Transport Policy Institute (2021)

5. Burnewicz, J.: Economic paradoxes in transport. Transp. Econ. Logistics 67, 11–21 (2017).
https://doi.org/10.5604/01.3001.0010.5774

6. Ma, J., Li, D., Cheng, L., Lou, X., Sun, C., Tang, W.: Link restriction: Methods of testing
and avoiding braess paradox in networks considering traffic demands. J. Transp. Eng., Part
A: Syst. 144(2), 04017076 (2018). https://doi.org/10.1061/JTEPBS.0000111

7. Albers, G.W.: Late window paradox. Stroke 49(3), 768–771 (2018). https://doi.org/10.1161/
STROKEAHA.117.020200

8. ISTAT: Annual Report 2020: The Situation of the Country. Rome, Italy (2020)
9. Camera dei Deputati: La Mobilita Sostenibile. Rome, Italy (2022) [in Italian]
10. Osservatorio PUMS: L’Osservatorio – I PUMS in Italia: stato dell’arte. https://www.osserv

atoriopums.it/osservatorio/pums. Accessed 10 May 2022
11. Ministry of Economic Development of Italy: Decree of 31 January 2019. Allocation of re-

sources from the Fund for Sustainable Growth for the implementation of calls for intelligent
public demand. Rome, Italy (2019)

12. The Ministry of Infrastructure and Transport of Italy: Decree 28 February 2018. Implemen-
tation methods and operational tools of road testing of Smart Road solutions and connected
and automatic driving. Rome, Italy (2018)

https://doi.org/10.4324/9781315242668
https://doi.org/10.4324/9781315644486
https://doi.org/10.5604/01.3001.0010.5774
https://doi.org/10.1061/JTEPBS.0000111
https://doi.org/10.1161/STROKEAHA.117.020200
https://www.osservatoriopums.it/osservatorio/pums


668 O. Kunytska et al.

13. Italiano, Governo: Piano Nazionale di Ripresa e Resilienza (PNRR). Rome, Italy (2021)
14. Ministero delle Infrastrutture e della mobilità sostenibili: Cambiamenti climatici, infrastrut-

ture e mobilità. Rome, Italy (2022)
15. Graehler, M., Richard. A., Gregory D.: Understanding the recent transit ridership decline in

major US cities: Service cuts or emerging modes. Paper presented at 98th Annual Meeting
of the Transportation Research Board. Washington, DC (2019)

16. Kazmaier, M., Taefi, T.T., Hettesheimer, T.: Techno-economical and ecological potential of
electric scooters: a life cycle analysis. European J. Transp. Infrastruct. Res. 20(4), 233–251
(2020). https://doi.org/10.18757/ejtir.2020.20.4.4912

17. TUMI Friends. http://www.german-sustainable-mobility.de. Accessed 10 May 2022
18. Polish Ministry of Infrastructure and Development: National Urban Policy 2023. Warsaw,

Poland (2015)
19. Masik, G., Sagan, I., Scott, J.W.: Smart City strategies and new urban development policies

in the Polish context. Cities 108, 102970 (2021). https://doi.org/10.1016/j.cities.2020.102970
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Abstract. In Ukrainian cities, the number of users of bicycles, usual and electric
scooters, and e-unicycles increased in recent years. All these vehicles are a direct
alternative to walking trips or short-distance transport trips. During the COVID-19
pandemic, the micromobility has become a safe option to travel in the open air
which ensured the possibility to keep social distance and reduce the number of
contacts in comparison with public transport. This paper presents the approach
to defining the rational number and location of e-scooter sharing stations under
limited data. To estimate the number of the sharing stations, the station capacity,
potential daily demand for e-scooter trips and the locations of available e-scooters
were used. The locations of sharing stations were defined concerning walking
accessibility, demand coverage and remoteness from the shortest path of the vehi-
cle commissioned to collect the scooters for recharging or replace the scooter
batteries on-site. The research was conducted by the example of Sobornyi dis-
trict in Dnipro, Ukraine. Apart from the number and location of sharing stations,
the potential flows of e-scooter riders were modeled. These findings are relevant
because they can provide local authorities and sharing operators with the informa-
tion for well-grounded decisions on public space and street design, micromobility
infrastructure extension as well as planning of the sharing system performance
indicators.

Keywords: e-Scooter ·Micromobility · Sharing station ·Micro-vehicle
infrastructure · Shared mobility

1 Introduction

At the beginning of the COVID-19 pandemic, the society had experienced chaos in the
field of passenger transportation, andmost of the population had to stay homewhile some
people found themselves searching for an alternative to their usual mode of travelling. In
Ukraine, the users of bicycles, usual and electric scooters (e-scooters), e-unicycles and
hoverboards become more frequent, and the use of these micromobility vehicles (also
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calledmicro-vehicles) become an alternative to walking or short-distance transport trips.
An example is also the USA where nearly 60% of all trips by micro-vehicles are made
for a distance up to 5 miles [1].

This mode of transport is safe and truly mobile as it allows planning the personal
trips in the open air, keeping a social distance and reducing the number of contacts in
comparison with ‘usual transport’ trips.

In our country, micromobility trips are purely studied, and the research of these trips
is actual because the information about the demand for this type of travel will allow
better planning of walking and micromobility trips and defining rational locations of the
sharing stations at the city streets.

According to foreign information agencies, the majority of the users use micro-
vehicles to make home-based work trips or get to the public transport stop if the dis-
tance allows it. Therefore, the lanes for bikes and e-scooters have been built in many
cities to avoid conflict situations with pedestrians on the pavements and drivers on the
carriageways.

This trend is also relevant to our country, where the use of bicycles and e-scooters
becomes popular causing an increase in the number of sharing stations and charging
points, but with the slow development or even absence of dedicated lanes or paths. At
the same time, there happen the situations in big cities when these stations have low
demand or, on the contrary, a low capacity.

In the modern world, there exist opportunities to use data from mobile apps to
monitor a wide list of indicators which are of interest to the operators, researchers and
core departments in the city councils. Among these indicators are micromobility vehicle
locations, travel speed, distance travelled by each user, battery condition, etc. [2]. The
study of these indicators supports the development of the micromobility system.

There is no secret that usually, the research projects in Europe are large-scale and
deep, and the micromobility studies are not the exception. But what a researcher should
do if he or she faces a lack of data or resources? Unfortunately, such a situation is
common in Ukrainian reality, and to address this issue this paper presents the approach
to calculating the rational number of e-scooter sharing stations, their locations and the
influence on the potential demand under the conditions of a lack of data and resources.

2 Literature Review

2.1 Rising Demand for e-Scooter Trips and the Ways to Organize Them

E-scooter sharing services have appeared on the global market in 2018 owing to Lime,
Inc. And Bird, Inc., USA. Just in a couple of years, e-scooters have rapidly spread across
the US and European cities. In two years after the launch of the e-scooters production
in California, one of the start-ups in e-scooter sharing appeared to be able to enter the
market in more than 100 cities on almost all continents and service millions of riders.

Generally, electric transport development advanced the occurrence of ‘sharedmobil-
ity’. At present, this term covers different types of sharing services: car-sharing, bike-
sharing and micromobility vehicle sharing. These lines of business are carried on by the
famous company Uber which is also one of the major investors in the start-ups in the
production of e-scooters and development of the mobile apps for sharing systems [3].
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E-scooters along with other road vehicles should operate according to law. Devel-
opment of the corresponding regulations is under the jurisdiction of a government and
local authorities. Different cities reacted to the trend of shared mobility and associated
problems in different ways. These problems still exist, and they are as follows.

Because of the fact that e-scooters are used in public spaces, it is difficult to ensure the
safety of their use. Uncontrolled scooter parking can negatively influence the mobility of
vulnerable people like blind or visually impaired persons, elderly people and children.
Also, among the problems caused by uncontrolled scooter parking is the blocking of
the pavements, passageways, entrances to the buildings, pedestrian crossings and public
transport stops.

The governments in many countries addressed these problems through the develop-
ment of the lawswhich introduce the rules on the use of e-scooters on public roads. These
rules regulate the fines for a ride on pavements and footpaths, the minimum number of
sharing stations, the license fee for one micro-vehicle, the areas restricted for park-
ing, minimal rider age, permitted maximal speed, the presence of obligatory equipment
(license plates, indicators, rear lights, brakes), etc. The rules of this type are developed
and introduced in the UnitedKingdomMalta, France, Germany, Italy, Bulgaria and other
countries [4–7].

A usual operating model for sharing operators consists in placing e-scooters in the
city downtown near the sights, transport hubs (stops, stations) and other places with
high pedestrian flows. Dockless system of e-scooter operation allows riders to start and
finish their trip almost wherever they want and accordingly plan ‘door-to-door’ trips but
it increases the number of vandalism and theft incidents and makes the logistics more
complicated for the operator. During the day, the e-scooter battery level decreases, and
the operator commissions a carrier to collect scooters with low batteries and deliver them
to a charging point where they should be charged at night. The charging point is usually
a big parking lot with corresponding chargers. After the charging, e-scooters should be
delivered to the predefined places, and the cycle starts again. Some operators practice
the change of dead batteries to charged ones on-site. It excludes the need to transport
scooters. To deliver charged batteries, cargo bikes can be used.

The high popularity of e-scooters caused problems in Stockholm, Sweden, where 7
sharing operators have over 20 000 vehicles. As a result, the streets were crowded with
these units, and to solve the problem, 100 sharing stations of 10 units capacity were
established. It put the micromobility in order and freed some space.

According to Swedish Transport Agency, improved bicycle infrastructure is one
of the most important prerequisites to avoiding accidents with e-scooters. At that, the
improvements should include sharing the space of bike stations with micromobility
vehicles. These points are also supported by the research of the Norwegian Institute of
Transport Economics which showed that the dedicated sharing stations can significantly
improve the situation with safety in cities [3]. In addition, in 2021 International Trans-
port Forum published the report “Reversing Car Dependency” where they recommend
redistributing road and parking spaces between public transport, bicycles, e-scooters,
and other micro-vehicles and cars to make micromobility a much more attractive alter-
native for travelling [8, 9]. If we go over to the specific cases of stimulating the use of
e-scooters and improving safety, the following examples can be presented.
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Voi Technology ABwarns riders against parking at the car parks and stimulates users
to leave the scooters at the stations by providing them with discounts. Joint research of
Voi and S-Bahn in Stuttgart in autumn 2020 showed that the presence of e-scooter
sharing stations increases the number of public transport trips. Passenger volume on the
rail increased 35%when Voi set up the stations at the railway station and joined services
with S-Bahn in commercial and digital format through the integration of S-Bahn services
into the ‘mobility as a service’ Mobimeo platform.

All of these show that establishing the e-scooter sharing stations instead of dockless
operation is an effective measure to:

– improve the safety of the riders and other road users;
– increase the quality of micromobility service;
– increase the number of trips combined with public transport (owing to the use of
e-scooters as a feeder transport mode);

– reduce the number of cars in cities.

It makes the research of the methods to define a rational number of e-scooter sharing
stations actual, especially in Ukrainian conditions.

2.2 Approaches to Optimize Scooter Sharing System Operation

E-scooter sharing systems are usually introduced by municipalities, public-private part-
nerships or private companies. One of the main issues in sharing system establishment
is to define rational locations of sharing stations and charging points. Existing models
to solve this task are aimed at determining the optimal location of the stations, fleet size,
station capacity, and the number of available scooters at each station taking into account
initial investments which should be less than the given budget [10, 11].

The necessary location of the station can be chosen using the models based on the
information about scooters’ location, station capacity, area coverage and rider move-
ments. These models allow optimizing total costs, transportation costs and demand
coverage [12].

In 2013, US researchers presented the inventory model to manage docking stations
by introducing the function of unsatisfied user demand to assess service quality. This
optimization model determines the rational network of the stations with the highest
demand coverage in each of the assigned zones under the restriction of scooter rent cost
and level of service. In this case, the demand is measured as the number of trips in the
zones that should be assigned in a way which ensures acceptable walking distance to
the station within a zone. The input parameters for the model are user demand, maximal
and minimal station capacity, the cost of station setup, the cost of e-scooters, the cost
of transportation related to scooter charging, total investments and total cost of sharing
system operation, discounting and cash flows during the project implementation. The
outputs of the model are the location of the stations in each zone and their capacity,
the expected number of trips, the size of the scooter fleet and the number of e-scooters
which should be available at each station to maximize demand and annual income [13].
At that, there should be a few free spaces at each station to allow parking for arriving
riders. It was recommended to take the number of free spaces as 25% of station capacity.
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Apart from the model above, there exists a methodology to define e-scooter station
locations with the use of integer linear programming. It takes into account user demand,
required investments, operational costs and different pricing schemes aimed tomaximize
net profit. In thismethodology, demand for trips is taken as optimization criteria under the
restriction of the available budget. Defined station locations should result in maximum
area coverage and maximum satisfaction of the covered demand. The advantage of the
methodology is that the mathematical model in it allows the minimization of both user
costs and operator (investor) costs [14].

The analysis above revealed that the success in micromobility development substan-
tially depends on the rational solutions in three essential issues of strategic planning and
day-to-day e-scooter sharing system operation which are as follows:

– the number and location of sharing stations in the coverage area;
– the capacity of sharing stations;
– the demand for e-scooter trips.

To find the solution to these issues under a lack of data, a case study of the city
district in Dnipro, Ukraine, was conducted.

3 Methodology to Define the Number and Location of e-Scooter
Sharing Stations Under a Lack of Data

3.1 Data Availability, Restrictions and General Assumptions

Currently, Dnipro has a dockless scooter sharing system which is operated by ‘Kiwi’
[15]. During the system operation, there arose an issue of chaotic scooter parking all
around the city, which is the common problem of dockless systems. This parking caused
not only the inconveniences for pedestrians but the risk of vandalism, theft and extra
fuel consumption for delivering the e-scooters to the charging point.

So, the problem of scooter parking organization became a reason to do this research.
In the beginning, there was an attempt to collect data and statistics for thorough mathe-
matical modelling, and it was expected to get GPS tracks for e-scooter trips (including
scooter pick-up and drop-off points), trip time and distance, travel speed and rental time.
But unfortunately, during the communication with the operator, the request for these data
was refused, that is the common situation for the data requests from initiative researchers
and even research institutions in Ukraine.

In view of limited resources andwithout access to desired data it was decided to study
the situation in one of the city districts. Because of the high popularity of micro-vehicles
owing to the recreational zones (square and promenade) and available bike lane, the
Sobornyi district was chosen. Another decision was to collect data about the locations
of available e-scooters during the day on the authors’ own from open sources.

This information is available in real-time in the smartphone app, and it became the
ground to develop the methodology to define the rational location of e-scooter shar-
ing stations. During the methodology development, it was decided that (1) the station
capacity, (2) area coverage based on walking access distances and (3) the closeness to
the shortest path of the vehicle collecting e-scooters for charging should be considered.
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Given that at present there are no sharing stations, no data about factual demand for
scooters and no details on scooter trips, existing methods and criteria reviewed in Sect. 2
and aimed to evaluate the rationality of station locations cannot be applied in full or
without modification for this case. It caused the need to search for other criteria which
would be applicable in the study. As a result, the average Euclidean distance between
sharing station and the line of the shortest path of the vehicle that collects e-scooters
for charging was chosen. This distance is always the straight link between two points in
Euclidean space that can be calculated using the following formula:

dpq =
√
√
√
√

n
∑

i=1

(pi − qi)2, (1)

where n is the number of coordinates (in two-dimensional space, this is x- and y-
coordinates or longitude and latitude which are used in present-day mapping websites);
p, q are the values of the coordinates.

This distance is important for both the user and the operator:

– the user will always know the exact location of the station, and accordingly where he
or she can rent the scooter;

– the reduction of the mentioned distance will allow an operator to reduce the time for
manoeuvring and fuel consumption for the vehicle that collects the abandoned and
discharged scooters.

Apart from the abovementioned distance, the location of the sharing stations should
be defined with regard to:

– the budget for station setup;
– the distance between adjacent stations which should preferably be within the range
between 200 m and 800 m. This is the acceptable distance which the user is ready to
walk to rent the scooter [10];

– city areas (street and public spaces) permitted for scooter parking according to local
legislation;

– restriction on the distance between sharing station and carriageway. It should be equal
to or more than 3 m [10].

3.2 The Steps to Define the Rational Location of the Stations: A Case Study
of Sobornyi District in Dnipro

Given that the criterion of sharing stations’ location, the factors and restrictions influ-
encing these locations are determined, the steps to define rational locations of sharing
stations were developed. These steps are as follows:

– the first step is marking the locations of available e-scooters on the map;
– the second step is the identification of the shortest path of the vehicle that should
collect e-scooters for charging;
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– the third step is measuring the distance between each marked location and the line of
the shortest path of the vehicle;

– the fourth step is grouping the e-scooters into assumed zones according to the
considered capacities of the sharing stations;

– the fifth step is the assignment of the sharing station location in each zone according
to the restrictions defined above.

During the first step, e-scooter locations had been identified by processing the screen-
shots from the smartphone app.Thenumber of scooters and their locationweremonitored
during the period from 7:00 to 9:00 and from 17:00 to 19:00. The observations in the
Sobornyi district showed that these are periods of high demand for e-scooter trips, and
they coincide with rush hours. It can be explained by the population’s need to get to
work in the morning and come back in the evening. Also, evening trips appeared to be
more frequent due to the use of e-scooters for recreation.

The screenshots were made several times in each of the chosen periods depending
on the changes in scooter availability – each screenshot was aimed to reflect relatively
significant changes in the location of available scooters in the Sobornyi district. This
work was performed for 17 days between 26 October and 14 November 2021. As a
result, 364 scooter locations were identified. This number is more than enough for a
pilot survey and can be considered sufficient for the solution of tasks in this study where
no demand stratification is required [16].

After the identification of e-scooter locations, these data were mapped in Google
MyMaps. Each scooter location in MyMaps was complemented with the information
about the date and the number of e-scooters at the location if there were several available
scooters in one place (point).

During the second step, the shortest path of the vehicle that should collect e-scooters
for charging was identified and mapped.

During the third step, each e-scooter location was connected to the line that shows
the shortest path of the vehicle using the link right-angled to the shortest path line. The
length of these links is the Euclidean distance between the scooter location and the
vehicle’s shortest path. These distances were recorded in the common table.

There were a lot of e-scooters chaotically located along the shortest path line. Mean-
while, according to the European standards [10], the distance between sharing station
and the carriageway should be equal to or more than 3 m. Therefore, the fourth step
implied the grouping of the e-scooters into assumed zones.

According to the reviewed literature, most e-scooter sharing stations in Europe have
a capacity of between 7 and 20 scooters. Thus, the zones had been assigned to ‘cover’
the number of closely located scooters that correspond to the mentioned capacity.

During the fifth step, the potential location of sharing station in each assigned zone
was defined. To do this, the simple median method [17] was used. Each location was
reviewed according to restrictions listed at the end of Sect. 3.1. It should be noted that the
choice of the method is up to the tasks of the study, researcher preferences and available
data. The example of the results which were obtained after abovelisted steps is presented
in Fig. 1.
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Fig. 1. The screenshot from MyMaps with the assumed zones and the potential locations of
sharing stations: blue markers show available e-scooters location; grey areas are the areas of
assumed zones; the thick blue line shows the shortest path of the vehicle that should collect e-
scooters for charging; thin straight black lines showEuclidean distances between scooter locations
and the vehicle’s shortest path line; red markers show potential locations of sharing stations.

After the last step, it was important to analyze the number of potential sharing stations
as well as Euclidean distances between scooter and station locations and the vehicle’s
shortest path line.

Euclidean distance between each scooter location and the vehicle’s shortest path
line is the lower estimate of the distance that should be covered to collect the scooter
for charging or replace the battery on-site. It allows estimating the average Euclidean
distance for the current (dockless) sharing system and the station-based sharing system
with the stations located according to the developed methodology. As a result, the aver-
age Euclidean distance for the station-based sharing system appeared to be 28.6% less
than the distance for the current sharing system – these distances are 15 m and 21 m
correspondingly. This result supports the expediency of the establishment of the sharing
stations and the change of the sharing system operation model.

The number of potential sharing stations appeared to be equal to 78. It seems to be
high and can cause unreasonable costs and problems because this number of stations
in the Sobornyi district can ‘crowd’ it. To address this issue, the possibility to merge
certain stations complemented with demand modelling was considered.
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3.3 Review of the Sharing Stations Mapping

The final step of the methodology is to check whether the number of sharing stations
can be reduced or not. Since the determined number of sharing stations seems to be too
high for the Sobornyi district, it was decided to search for a way to reduce this number.
In the beginning, the daily number of scooter rents was estimated as the ratio of the total
number of marked locations in the zone to the number of days to which these locations
refer. This ratio can be used as an estimate of the daily user demand in the zone. For
modeling purposes, the ratio is reasonable to round up to the nearest integer.

After that, the average station capacity with respect to the daily demand in 78 poten-
tial sharing stations was calculated and turned to be equal to 14 units. Then, the scooter
locations were regrouped into new zones according to this average capacity. New poten-
tial locations of the sharing stations in these zones were defined using the simple median
method and with regard to the restriction on the distance between adjacent stations
(200 m to 800 m). As a result, the number of sharing stations was reduced to 17. Their
location is presented in Fig. 2.

To answer the question about the rationality of new station locations, Euclidean
distances between these locations and the vehicle’s shortest path line were calculated.
The average Euclidean distance for 17 new sharing station locations appeared to be equal
to 9 m. It is 40% less than the distance for the previous case with 78 sharing stations. It
allows a further decrease in the time and costs required to recharge scooters (or replace
batteries).

Fig. 2. Revised sharing station mapping.
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Additional assessment of revised sharing station locations was performed in PTV
Visum software [18, 19]. The demand model was built on the base of daily user demand
in each zone and the ‘deterrence’ function estimated by the results of interviewing
[the interview results which contain trip length distribution fitted to 109 recorded trip
lengths are presented in Svichynska O., Sergienko K. Determination of the regularities
in the random parameters of the trips made using the micromobility vehicles. Municipal
economy of cities 161(1), 206–2011 (2021)]. The plot of the function appeared to be
similar to well-known plots of trip length frequency distribution [20]. It supports the
correctness of the data obtained during the interviews and the relevancy of their use in
modeling. The modeling in Visum resulted in the potential daily flows of scooter riders,
Fig. 3.

Fig. 3. Potential daily flows of scooter riders in Sobornyi district in Dnipro, Ukraine.

The figure shows the flows on the network where the bike lane is available (most
of the thick red bars) and where there is no bike lane but the riders use the streets,
pavements and footways as alternatives to the ‘main’ lane to get to the destinations (blue
areas on the map). It is good information for the development of the measures to extend
the micromobility infrastructure in the Sobornyi district and attract new users.

Summarizing the above, it should be noted that the defined sharing station mapping
can be considered a good but an initial result that was received under a lack of data – it
is based on the analysis of the location of e-scooters that were available for rent (364
locations were considered) and supported by the data from short user survey (109 trip
lengths were recorded during the interviews). Thus, the received sharing stationmapping
and rider flows modeling results are satisfactory as an initial evaluation of user demand
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and the data for prelaminar estimation of the resources needed to cover it by station-based
servicing.

To improve the obtained results and substantiate thembymodeling, it is reasonable to
increase the number of scooter locations for analysis, widen the period of their recording,
extend the sample size of the user survey, study the trip purposes (demand strata), analyze
tracks and organize scooter counts. It will allow collecting sufficient data and creating a
better background for final decisions.

4 Conclusion

Thedevelopedmethodology allowsdefining the number and locationof e-scooter sharing
stations under a lack of data – to use it, it is necessary to know only the location of
available e-scooters during the day. The methodology is applicable for the case when
the local authority or sharing operator intends to change the dockless operation model
to a station-based one. As an output of the application, defined sharing station locations
will allow an operator to reduce the costs of the collection of discharged scooters or the
replacement of the batteries.

To obtain the best results, it is reasonable to increase the sample of scooter locations,
conduct a full-scale user survey, collect and analyze scooter tracks as well as organize
scooter counts to gather data for modeling purposes.

The combination of the methodology outputs with the modelling of the potential
flows of e-scooter riders opens the opportunities for well-grounded decisions on public
space and street design that will ensure the safety of pedestrians and road users. Also,
modelling results will allow an operator to estimate demand for e-scooters and plan
income as well as budget for fleet renewal.
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Abstract. The paper is devoted to the issues of the freight transportation in the
cities at twilight. A group of drivers aged from 20 to 40 years with a total driving
experience of 3 to 16 years were studied. Drivers drove along well-known routes
in twilight and with further darkness. The drivers’ attention indicators using the
Pupil Labs headset, as well as changes in the functional state using indicators of
heart rate, respiratory rate, galvanic skin response were measured. Drivers were
divided into two groups with a driving experience of up to 10 years or more.
The research results indicate a significant difference in the shifts of the functional
state during movement along the routes for both groups. Drivers with less driving
experiencewere less alert andmore emotionally stressed. At the same time, drivers
of both groups experienced significant difficulties in reducing lighting in the event
of conflict situations while driving. At the same time, energy costs significantly
exceeded the boundary indicators, and attention indicators deteriorated. This fact
was observed when the level of illumination of the environment is less than 50 lx.

Keywords: Driver’s functional state · Freight vehicle · Twilight · Human factor ·
Electrocardiogram · Traffic safety

1 Introduction

The safety of road freight transport in cities [1] is one of the important aspect of ensuring
the normal life process of residents of modern megalopolises. To reduce the load on
the transport network and speed up the delivery of goods in many cities around the
world, product delivery is organized at night. The key role in ensuring the reliability
and timeliness of the transport process, in such cases, is assigned to the driver. Studies
conducted in Sweden at different times of the day showed that the most dangerous
time for a driver, in terms of safety, is at three in the morning in winter and at four in
the morning in summer; in addition, driving safety is largely dependent on the state of
drowsiness caused by early morning driving [2]. Studies conducted in Alabama (USA)
indicate the presence of various factors affecting the severity of the accident, which
in most cases relate to the driver, his condition (fatigue), and age. The results of this
study indicate a close relationship between driver’s behavior and the occurrence of
severe injuries associated with vehicle accidents [3]. According to the statistics of traffic
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accidents per 100 thousand transport vehicles: 26 in the morning twilight hours; 2 in
the day light hours; 65 in the evening twilight hours; 4 at night. The accidents for the
most severe consequences happen at night. The severity of road accidents increases by
30–40% in the darkness, that shown by several studies. The problem of the human factor
in ensuring road safety at twilight is to determine the mechanisms of perception and
processing of information by the driver in accordance with the traffic situation. The
speed of information processing by the driver is influenced by the following factors:
functional and emotional state, illumination, road conditions, presence of obstacles on
a certain section of the road, presence and condition of road marking, road signs, road
equipment, traffic lights, etc. [4, 5].

Thus, the safety of the freight transportation in urban conditions depends entirely on
the condition of the driver, his psychophysiological characteristics and traffic conditions.
A clear understanding of the processes that change the functional state of the driver in
freight transportation in the city will allow to ensure the safety of road users at twilight.

2 Research Significance

About 90% of the driver receives the information through vision. In the darkness, the
road illumination has a great importance for vision. In order for the eyes to recognize the
subject, a certain level of illumination is required [6]. The objects can be recognized by
the silhouette – when the brightness of the object is below the brightness of the surround-
ing background, or when the brightness of the obstacle is greater than the surrounding
background. The greatest difficulties for the driver occur with the sudden changes in
the illumination of the road, when driving in low light conditions. The rapid change
in light levels causes irritation of the retina, and there is temporary blinding. Blinding
time varies widely and can last from a few seconds to a few minutes [5]. Changing of
the lighting also affects the reaction time of the driver. Untimely or inaccurate reactions
often lead to road accidents. The driver may not always be able to see the trajectories of
other cars or to see a pedestrian suddenly appeared on the roadway. The reaction time in
this case can vary widely from 0.4 to 2.5 s depending on the professional experience and
individual psychophysiological characteristics of the driver [7]. It has also been founded
that the functional state of the driver and the mobility of his nervous processes changes
with age; these factors influence the reaction time of the driver [8], and accident rates. At
the same time, on driving safety is influencing the driving experience. In the study [9],
approximately 16,000 drivers were investigated, and a comparison of unexperienced and
experienced drivers was made, indicating that the time to get into the first accident was
shorter for drivers with less experience. In addition, the study found that night driving
and exceeding speed limits in urban conditions create the same conditions for getting
into an accident for both unexperienced and experienced drivers. The study of the effect
of gender differences in drivers on the accident probability also observed when driving
at night. Night driving reduces the time before the first crash among women, but not
among men. In this case, the risk of an accident increases with excessive speed, but the
effect of speed is much higher for men than for women amongmore experienced drivers.
Particular attention is paid to the relationship between drivers’ age and the probability
of their involving into an accident [10, 11]. It has been established that the age and expe-
rience of the driver have independent effects on the risk of involving into an accident,
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ceteris paribus, mileage. Studies have shown that young drivers had significantly higher
accident rates than older drivers, especially drivers over 25 years old. Other studies
[12] explain the effect of night lighting on driving speeds and the perception of visual
information of the driving environment by drivers. In the result of modeling the speeds
of movement, it was found out that their value is significantly influenced by the light-
ing parameters in various traffic conditions (sunny, cloudy, dark etc.). Driving at night
worsens the statistics of traffic accidents [13] and creates the preconditions for increased
interest to the problems of night driving through the understanding of the processes in
the behavior of the driver in low light conditions. Comparison of the choice of speeds by
drivers in the daytime and at night is carried out, and, significant factors that affect the
choice of speeds under various lighting conditions are identified. Modern trends in the
cities transport infrastructure development are reflected in the characteristics of mathe-
matical models that describe the technical and economic parameters of the functioning
of freight transport systems [14, 15]. The influence of the driving environment on the
occurrence of driving risks is considered in sufficient detail in the study [16, 17]. It was
considered 17 risk factors; the greatest influence on the driver is affected by the weather,
traffic flow, travel time and average speed on the route. According to the authors [1], the
driver’s work in different road conditions is characterized by certain levels of tension.
Different intensity of work causes the driver different rates of energy consumption at
different rates and driving conditions. The study of freight traffic safety indicators shows
more generalized factors for reducing traffic safety indicators such as: characteristics of
vehicles, roads, and drivers [18].

It should be noted that existing approaches to assessing traffic safety in cities do not
fully consider the influence of the functional state of the driver on the effectiveness of
the transport process. Moreover, the problem of assessing the driver’s condition while
driving on city routes at twilight has not been sufficiently studied.

3 Objective and Hypotheses

The purpose of the study is to determine the effect of traffic parameters on city streets
on the performance of the driver’s work at twilight. The method of determining the
impact of conflict situations while driving at twilight on the drivers’ attention indicators
and functional state is developed. Scientific interest is the dynamics changes of drivers’
functional state and attention depending on light changing in the evening twilight.

4 Methodology

While driving through the city streets, the driver consumes a certain amount of energy.
External respiration parameters are used to determine the amount of energy consumed
by the driver. Energy consumption means the amount of kcal/min spent. The author of
[4] indicates that the number of inhalation and exhalations of the driver depends on the
heart rate. Accordingly, the amount of energy consumed by the driver can be determined
by the formula:

�E = 0, 075(C − Co)S, (1)
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where �E is the shift of energy cost while driving, kcal/min; C, C0 are the frequencies
of the external respiration of the driver when driving on the road and in the background,
cycle/min; S is the driver’s body area, m2; 0.075 – proportionality coefficient.

The driver’s body area according to [4] is determined by the nomogram (Fig. 1).

Fig. 1. Nomogram for determining the driver’s body area.

Investigations of the external respiration rate of the driver while driving on the road
and in the background, were performed using a pneumogram (Fig. 1). TheNeulog sensor
was used to record the parameters of respiration (Fig. 2).

Fig. 2. An example of a driver’s external respiration rate recording.

Todetermine the influence of traffic factors during the driver’s interaction in the traffic
flow, the dangerous braking parameters of the driver while driving in conflict situations,
were considered. For recording the deceleration parameters was used a racelogic device
[1]. The conflict’s situation indicator is a speed or trajectory changing of the car. The
degree of danger of such situation is characterized by the negative longitudinal and lateral
accelerations that occur during the car maneuvering. The danger degree of conflicts is
divided into three types: light, medium and critical (Table 1) [4].
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Table 1. Conflict situations by the danger degree.

Criteria of conflict
situations

Acceleration, m/s2, for a conflict situation

Light, K1 Medium, K2 Critical, K3

Longitudinal acceleration 2.9 ± 0.8 3.0 ± 0.7 >3.8

Lateral acceleration 1.4 ± 0.2 1.4 ± 0.2 >1.7

In case of danger, the driver has lateral and longitudinal accelerations (g-forces),
which are vectors of speeds, that havemagnitudes anddirections. The following approach
is suggested for these parameters’ registration. For determining the strength of a conflict
situation, it’s not enough just to add two speeds together or accelerations. If the two
forces are directed at right angles from each other, the Pythagorean theorem can be used
to get the total value of the two forces (for adding the two velocities and accelerations’
vectors) (Fig. 3).

Fig. 3. Scheme and principle of determining the strength of the “combined G”.

Then the magnitude of the two forces can be determined by the formula:

a2 + b2 = c2, (2)

where a is the longitudinal acceleration, Long Acc (g); b is the lateral acceleration, Lat
Acc (g); c is the combined, “combined G” (Fig. 3).

In addition, each conflict causes a changing in the area under the curve of deceler-
ation of the car (Fig. 5). The area under the “combined G” curve (mathsChannel) is an
important indicator that shows the vehicle’s motion vector and the longitudinal (lateral)
accelerations over time. The analysis of each conflict situation is based on the character-
istic’ definition of “combined G” in accordance with Fig. 3–4. The using of “VBOXTest
Suite” software (Fig. 5) defines the limits of changing the “combined G”- parameters.
This indicator depends not only on the forces of longitudinal and lateral acceleration,
but also on the duration of action of a certain factor.
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Fig. 4. Driving parameters in the experiment.

Fig. 5. Calculation of parameters in traffic conflicts.

Studies show that in emergency situations, when a person does not have time to
make a conscious decision, emotions act as a command signal to start a chain of actions
aimed at self-preservation. Emotions influence the activity in conscious decisions. An
emotional state that exceeds the optimum disorganizes the driver’s activity. Attention
depends on the emotional state of the driver. The main properties of attention are: con-
centration, stability, switching, volume and distribution. The driver spends a certain
amount of time fixing his gaze to evaluate the trajectory or position of the objects in the
traffic environment. Significant emotional stress increases the time of fixing the gaze,
the driver’s field of vision narrows. The driver does not have time to receive and process
the received information. It causes driver errors. [1, 19].



Changing Drivers’ Cognitive Characteristics at Twilight 689

To determine the impact of conflicts on driver characteristics, were used indicators
of attention changing at twilight. The driver’s attention indicator was determined by the
formula:

Adriver =
∑k

i=1 Tdi
Tmov

· 100, (3)

where Tdi is the time of fixing the gaze of the driver on a certain i-th object of driving
environment; k is the number of fixations of the driver’s gaze; Tmov is the total travel
time.

The number of fixations of the driver’s gaze was determined by the formula:

NF =
∑k

i=1 di
Tmov

, (4)

where di is the fixing the driver’s gaze on a certain i-th object of the driving environment,
un.

The functional state of the driver can be determined by the results of electrophysio-
logical shifts:

– heart rate shift:

�F = F − F0

F0
· 100 (5)

– skin’s conductivity shift:

�GSR = GSR− GSR0

GSR0
· 100 (6)

– respiratory shift, cycles/min.:

�C = C − C0

C0
· 100, (7)

where F is the heart rate indicator; GSR is galvanic skin response; C is the driver’s
breathing parameters while driving; F0,GSRo,Co are relevant indicators when the driver
was in a calm state (measured separately for each driver in the morning).

5 Experimental Research

Experimental studies of changes in drivers’ attention and functional state in the evening
twilight were performed on different categories of city streets. The study involved drivers
from 20 to 40 years old with driving experience from 3 to 16 years. “Pupil Labs” eye
tracking glasses were used to investigate drivers’ attention. Studies of lightness changes
at twilight were performed using a “Neulog light” device. The “VBOX racelogic” was
used for recording the car’s driving parameters. The functional state of the driver was
determined by the results of electrophysiological shifts in heart rate using the Holter



690 O. Prasolenko et al.

device, the electrical conductivity of the skin using the Neulog GSR device, and the
external respiration rate of the driver using Neulog Respiration Monitor Belt.

Before and after the tests, background electrophysiological indicators of the char-
acteristics of the drivers’ functional state were recorded. Registration of indicators of
the drivers’ functional state was performed in the sitting position in a relaxed state with
closed eyes. Comparison of these indicators of functional state with indicators during
surveys are presented in Table 2 for drivers with 3–5 years of experience, and in Table 3
for drivers with experience of 10–16 years.

Studies were performed on different categories of city streets in the evening twilight
(after sunset). The driver in the car after sunset performed the movement. The experi-
ments’ time matched with the evening rush hour. In accordance with this, the obtained
indicators show the results with the maximum load on the driver. While registering the
drivers’ gaze, the level of illumination was simultaneously recorded in the evening twi-
light. In Fig. 6 shows the fixation of the driver’s gaze while illumination changing on a
specific object of the driving environment.

The experimentwas carried out according to the following scheme. The driver arrived
at the place where the experiment began before the twilight. Thus, the driver’s warming-
up time was considered at the beginning of the experiment. Then the drivers made trips
along the known routes after sunset for 30 min. Figure 7 presents the patterns of the
driver’s attention changing, which was defined as the ratio of the total time of gaze
fixation to the total travel time (3), the patterns of change the number of fixations of
the driver’s gaze, which were defined as the ratio of the number of fixations to the total
travel time (4) and change of functional driver’s state (5)–(7).

Table 2. Electrophysiological indicators of the characteristics of the functional state of drivers
with 3–5 years of experience.

Electrophysiological
indicators

Averages before the
survey

Averages after the
surveys

Averages during
surveys

Galvanic skin response
(GSR), µs

1.37 3.81 5.68

Respiration rate,
cycle/min

21.8 24.4 30.4

Heart rate, beats/min 72.1 83.4 92.7

Glance fixation time,
sec

– – 0.292
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Table 3. Electrophysiological indicators of the characteristics of the functional state of drivers
with experience of 10–16 years.

Electrophysiological
indicators

Averages before the
survey

Averages after the
surveys

Averages during
surveys

Galvanic skin response
(GSR), µs

1.28 2.55 3.59

Respiration rate,
cycle/min

20.2 22.4 27

Heart rate, beats/min 69.5 75.7 86.1

Glance fixation time,
Sec

– – 0.246

Fig. 6. An example of fixation of the driver’s gaze and its parameters at evening twilight.
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Fig. 7. (a) driver’s attention changing; (b) change in the number of fixations of the driver’s gaze;
(c) effect of illumination on heart rate shift; (d) driver’s energy consumption according to conflict
situations; (e) effect of illumination on the respiratory rate shift; (f ) effect of illumination on the
GSR shift.

6 Conclusion

Experimentally obtained dependence in the indicator driver’s attention changing and the
number of the gaze fixations at evening twilight can be used for multifactorial models’
formation, considering the parameters of traffic on different categories of streets. The
driver’s attention is highly reduced in the evening twilight. The driver, when the illumi-
nation changes from 50 lx or less, experiences visual fatigue from the constant search for
objects on the road. At the same time, the number of fixations is significantly reduced,
as the driver spends more time identifying and searching for the necessary elements of
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the traffic environment, pedestrians, etc. Danger for the driver causes a stressful state,
which is expressed in an increase in the driver’s respiratory rate and a change in the
functional state. The main factor influencing on the amount of energy consumed in such
conditions is the interaction of the driver with the factors of the traffic situation. These
factors require the driver to take some driving actions: acceleration, deceleration and cer-
tain reactions when driving. It has been established that when the illumination changes
at twilight, the energy consumption increases by an average of 30%. In this case, the
maximum rate of energy consumption for the driver is 12.6 kJ/min, i.e., 2.9 kcal/min.
In heavy urban traffic, the driver performs 40–50 operations per 1 km of road.

These operations include stopping the car, engaging/disengaging the clutch, switch-
ing the control levers, braking the car (including without disengaging the clutch, turning
the turn signal on and off, significantly speeding up, significant maneuvering with steer-
ing, traffic lights and road signs monitoring). That is, the number of driver’s operations
is influenced by many factors, both from the driver’s side and from the side of the road
situation. All the driver’s actions listed above are associated with a certain amount of
energy according to each specific traffic situation that can be classified as “conflict” and
needs further investigation. The presented studies are covering a wide range of issues
regarding to the changes drivers’ functional state depending on the factors of the road
environment at twilight.

The obtained dependences of the drivers’ functional state, changing under differ-
ent illumination, showed that at low illumination levels in the evening twilight rapidly
increase shifts of the drivers’ functional state. Thus, the driver’s energy consumption
while driving depends on the types of conflict situations and the level of illumination. In
addition, it was found that for drivers with less than 10 years of experience, functional
state’s shifts were more important than for other drivers. Such drivers also had less atten-
tion indicators than experienced drivers with more than 10 years of driving experience.
Therefore, for improving traffic safety in freight transport at night, and especially at
twilight, it is advisable to involve experienced drivers.

The direction of further investigation could be the identifying significant differences
in the drivers’ reaction time and changes in their cognitive characteristics for the two
studied groups with different driving experience.
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Abstract. Analyzed the mathematical models of car movement according to
urban space and the human factor. Presented the mathematical model, which is
considered the most productive due using the moment that depend on the moti-
vational forces of a person, but due to the lack of information on characteristics
of road factors for movement by urban conditions, its practical use is difficult.
According to the results of experimental research, the signal values objects of
movement in urban conditions were established and the signal values of objects
of the movement for suburban conditions were formalized. These signal values
are used to calculating the information characteristics of the driver’s perception
in the model for calculating vehicle speeds and traffic flow. The research of the
signal values of the objects of perception by drivers allows calculating the abso-
lute organization and the current entropy of objects of perception by drivers who
determines the behavior of movement by car subsequently. Information character-
istics are used in models for estimate and prognostication of the ecological state
in the city streets and highways, prognostication of the evolution in the ergonomic
system “driver – vehicle – transport network – environment”.

Keywords: Probability · Informational characteristics · Human factor · Urban
traffic conditions · Suburban traffic conditions · Driver

1 Introduction

Nowadays there is no doubt that the movement of the car is the result of subjective
purposeful human activity [1, 2]. The decision to use the human factor when modeling
traffic flows solving problems of organizing traffic were provided by scientists since
1954, it was provided that the behavior of a person on the roadway, his attitude to traffic
flow is limited by some rules which are connected by need to provide safetymovement of
vehicle [3]. The results of this researchwere found their continuation in the researchers of
many scientists [4, 5], in which were set up indicators, criteria that are allowed to include
person to standards and methods of design road and are formulated recommendations
and requirements of a person to highways [6, 7].
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At the same time most mathematical models of the car movement are based on
Newtonian dynamic, when structure doesn’t show the influence of purposeful human
activity (for example theFilippov’smodel, that used to solve systemof simply differential
equations). Themathematical and computermodel for the vehicle system, use to study the
lateral stability of the car and themathematical models, which allow to carry out research
of stability or response [8, 9], comfort, and optimization the design characteristics for the
various parameters of the vehicle systemwere developed by scientistwithout considering
the human factor and the moment that depend on the motivational forces of a person
[10, 11].

The following mathematical model [3] is considered the most productive due to
additive program forces and using the moment that depend on the motivational forces
of a person (1):

mẍ2 = Fe2 + Fp2,

mẍ3 = Fe3 + Fp3,

J ψ̈ = ME1 +Mp1

⎫
⎪⎬

⎪⎭
, (1)

where m and J is the mass and moment of inertia of a vehicle about the axis y1 perpen-
dicular to the plane y2 y3; Fe2, Fe3, ME1 are the natural force and moment; Fp2, Fp3,
Mp1 are the program force and moment.

The solution to a system (1) was allowed to receive formulas that describing the
dependence upon the speed of movement from the design and maintenance characteris-
tics of the vehicle, all set of road factors, and the psychological condition of the driver
under the mode acceleration of the vehicle, in the braking mode with the engine none
disconnected, in the braking mode with the engine disconnected, in coasting mode [3].

The choice mode of the movement carried out by the driver based on the selection
formula:

ρ = sign · (MiV
0
i −Mi+1), (2)

where M is the motivation force; V 0
i us the speed of satisfying the need.

Motivation forces calculated according to the dependences:

M = n(V − VH ), (3)

where:

VH = a + bkc + cK2
c , (4)

Kc = H

Q
, (5)

H = −n
n∑

i=1

Pi log2 Pi − n
n∑

i=1

(1− P1) log2(1− Pi), (6)

Q = n2 + n
n∑

i=1

Pi log2 Pi − n
n∑

i=1

(1− P1) log2(1− Pi), (7)
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Vn2 = Vn3

2
+ Vn3

2
· (1− Hm0 − 36

r
), (8)

Hm = n2, (9)

r = Hmk − Hm0, (10)

where n is the number of objects in the driver’s field of perception; Pi is the signal
indicator of the i-th object;Hmk is themaximumentropy in the driver’s field of perception
at coefficient load of road Kz = 1; Hm0 is the maximum entropy in the driver’s field of
perception at coefficient load of road Kz = 0; a, b, c are the coefficients depend on Hmk .

Practical use the mathematical model (1) is difficult due to the lack of informa-
tion characteristics of road factors for urban traffic conditions and its classification.
Information characteristics by suburban traffic conditions were determined [3] for some
characteristics of the object, but these characteristics were not classification.

Therefore, the aim of our study is to establish information characteristics of road
factors for urban and suburban movement conditions that it is basis of experimental
studies, and in the future, it can help to increase the safety of road users.

2 Materials and Methods

The study of the regularities in the formation of the driver’s information loading dur-
ing road traffic was carried out according to the results of research arrivals of moving
laboratories by disordered mode of movement, that is, with the speed acceptable for
the driver. The experiments were conducted in the summer on the streets in Kharkiv,
Ukraine. Cars based on Ford Transit were used as moving laboratory that were equipped
information and computing systems IVK HADI-2. The following Table 1 gives the plot
characteristics, where were spent experiments.

During the research arrivals, the actual speed and trajectory of the moving labora-
tories, as well as the electrophysiological characteristics of the driver’s body condition
(electrocardiogram (ECG), galvanic and skin reaction (GSR) according to the Fere’s
method) were continuously registered.

At the same time, the moments of connection between different objects on the envi-
ronment were recorded. The background characteristics in the functional condition to
the driver’s organism were recorded by the beginning of the experiments and after their
completion. Registration of these characteristics was checked in the “sitting” position
and in relaxed condition. These characteristics are shown in Table 2.

Comparison of these data is allowed to set up the availability of a pre-start the driver’s
body reaction.
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Table 1. The plot characteristics where were spent experiments.

Characteristics Units Used values

The width of the carriageway on the
streets

m From 12 to 24

Longitudinal slope ‰ From 3 to 50

Radius of curves on the plan m From 0 to 190

Number of bands movement – 4–6

Condition to covering of road – Dry, clean

The separator width between the bands
of movement are either not, or equal

m 2,5

Width of the street in the red lines m From 29 to 150

Visibility m From 50 to 500

Distance from the carriageway to the
sidewalk

m 0 to 36

The distance to the building m From 5 to 60

Tramway bed – The existence of a tramway bed or lack
of one, or it is located separated from
the carriageway, or in the middle of the
street

Traffic intensity Thousand vehicles/day from 9,0 to 28,1

Table 2. The background characteristics in the functional condition to the driver’s organism.

Electrophysiological
indicators

Units The average value of the
indicators before the
beginning of the
experiments

The average value of the
indicators after finishing of
the experiments

Resistance between
electrodes

kOhm 27.5 26.0

A person’s respiratory
rate

cycle/min 17.0 15.36

Galvanic and skin
reaction

area, cm2 0.1023 0.0656

Galvanic and skin
reaction

amplitude, kOhm 0.06875 0.05833

Galvanic and skin
reaction (number of
waves per minute)

number of waves per
minute

0.195 0.2

Heart rate beats/min 83.31 81.46

P/T electrocardiogram
(ECG)

% 10.163 9.697
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3 Results

When processing the experimental data, the limiting indicator of the condition to the
circulatory system was determined by the formula:

Rl =
∑n

i=1 Ri

n1
− σR, (11)

where Ri is the width of the i-th RR-ECG interval, mm; σR is the average deviation of
the RR-interval; n1 is the number of elements in the sample of ECG RR-intervals and
included at least 400 RR-intervals.

The signal indicator of the object environment was estimated according to the prob-
ability that the actual indicator of the RR-interval Rf during the meeting with this object
would be less than the limiting Rl:

Pj = n2
N

, (12)

where n2 – the number of events, when Rf < Rl; N – the total amount of the meeting
with the object of the environment.

The use of Eq. (12) to estimate the signal indicator of the object environment has
appeared accepted only for discrete objects. Discrete objects include such which the
difference in angular speed of the formation points of their contour is less than the
driver’s differential perception boundary. During a meeting with non-discrete objects,
it is determined to be more difficult to establish their signal indicator. In the same way,
their assessment was performed by a calculation method based on the establishment of
a regression connection between the signal indicator of the object with a coefficient of
the accident that is presented in Fig. 1.

Fig. 1. Regression of the signal indicator of the object according to the coefficient of accident.

The coefficient of double correlation between the probability Pi and the coefficient
of the accident Ka has been equal to + 0.96684 ± 0.06019. The calculated t-criterion
for the reliability of the calculated coefficient of correlation has been tp = 16.06225.
Comparing this indicator with the boundary indicator tm = 2.093 by importance P
= 0.05 and the number of degrees’ freedom f = 19, it has appeared that tp >> tg.
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Correspondingly, the coefficient of correlation is calculated and is quite reliable that
is evidenced by a strong connection between the probability Pi and the incomplete
coefficient of the accident Ka [3]. The alignment to the connections Pi between the
geometric and physical characteristics of the elements in the driver’s field of perception
using the least-squares method is allowed to receive empirical formulas for assessing
the indicator of Pi and their tabulated values that are presented in Table 3, 4, 5 and 6.

Table 3. Dependences on the probabilities of finding objects in the driver’s field of perception in
a condition are dangerous for movement on the characteristics of these objects (for urban traffic
conditions).

Object characteristic Designation Units Connection of the probability Pi
with the object characteristic

The width of the carriageway on
the streets

Bcar m P1 = 0, 198 · e−0,087Bcar + 0, 5

Longitudinal slope i ‰ P2 =
1, 5− (1− 0, 079) · e−0,0036·|i|

Radius of curves in the plan R m P3 = 0, 0624 · e−0,00736·R + 0, 5

Difference in the width of the
carriageway on the roads and
bridges

d m P4 =
0, 8325−0, 209 · |d |+0, 038 ·d2

The distance between building
and road

Z m P5 = 3,124
Z + 0, 595

Distance from road visibility:

- in the plan Lv m P6 = 0, 58+ 0, 92 · e−0,0096·Lv
- in the profile Lv m P6 = 0, 58+ 0, 92 · e−0,0074·Lv
Types of intersection by the
traffic intensity
- at different levels

N Thousand vehicles/
Day

P7 = 0, 56

- annular intersection N Thousand vehicles/
day

P8 = 0, 60

- unequipped intersection N Thousand vehicles/
day

P9 = 0, 143 · e0,022·N + 0, 5

- intersection with traffic light
regulation

N Thousand vehicles/
day

P9 = 0, 098 · e0,024·N + 0, 5

- connecting roads with traffic
lights

N Thousand vehicles/
day

P7 = 0, 079 · e0,029·N + 0, 5

Pedestrian crossing outside the
intersection by the pedestrian
traffic intensity

N2 Thousand
people/
day

P8 = 0, 571+ 0, 015 · N2

The distance from the
carriageway to the sidewalks

Lwalk m P9 = 0, 5+ 0, 21 · e−0,06·Lwalk

- for streets where a lot of
pedestrians

Lswalk m P9 = 0, 5+ 0, 28 · e−0,07·Lwalk
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Table 4. The probabilities of finding objects in the driver’s field of perception in a condition are
dangerous for movement (for urban traffic conditions).

The name of the object in the field of perception Numerical characteristics of the object

Numerical values of probabilities

The condition carriageway on the street Slippery (dirty, icy)

P10 = 0,68

Slippery (wet)

P10 = 0,64

Dry, clean

P10 = 0,6

Rough

P10 = 0,58

Prohibiting traffic sign P11 = 0,785

Warning traffic sign P12 = 0,743

Directional traffic sign P13 = 0,74

Order traffic sign P14 = 0,98

Marking of the carriageway on the street: Axial solid

P15 = 0,55

Axial dotted

P15 = 0,505

solid edge

P15 = 0,6

The tram tracks Be located outside of the road

P16 = 0,65

Be located at the axis of the street

P17 = 0,85

Be located near of the road

P17 = 0,75

The correlation coefficients for the presentedmathematical models range from 0.917
to 0.999. The coefficients of determination for the presented mathematical models range
from 0.944 to 0.998.
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Table 5. The probabilities of finding objects in the driver’s field of perception in a condition are
dangerous for movement taking into account the number of street lanes and the intensity of the
vehicle’s movement (for urban traffic conditions).

The name of
the object in
the field of
perception

Numerical characteristics of the object

Numerical values of probabilities

Number of
lanes

1 2 3 4 2 3 4 6

Movement of
vehicle

One-way streets Two-way street

With an
intensity up to
15 thousand
vehicles/day

P18 =
0,65

P18 =
0,62

P18 =
0,56

– P18 =
0,65

P18 =
0,61

P18 =
0,58

P18 =
0,56

With an
intensity more
than 15
thousand
vehicles/day

P18 =
0,69

P18 =
0,65

P18 =
0,6

P18 =
0,55

P18 =
0,69

P18 =
0,65

P18 =
0,6

P18 =
0,58

Table 6. The probabilities of finding objects in the driver’s field of perception in a condition are
dangerous for movement considering the location of objects along the road and the possibility of
oncoming and overtaking (for urban traffic conditions).

The name of the object in the field of
perception

Numerical characteristics of the object

Numerical values of probabilities

Public transport station Number of lanes

1 2 3 4 5

With two-way street – P19 = 0,66 P19 = 0,61 P19 = 0,6 P19 = 0,56

With one-way street P19 = 0,67 P19 = 0,66 P19 = 0,63 – –

Tree by the roadside For trucks
P20 = 0,71
For vehicles
P20 = 0,796

Children by the roadside P21 = 0,885

Person by the roadside P22 = 0,87

Overtaking a motorcycle/bicycle P23 = 0,825

Oncoming a motorcycle/ bicycle P24 = 0.8

Oncoming a truck P25 = 0,714

Oncoming a vehicle P26 = 0,672

Overtaking a vehicle P27 = 0,78
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Using this regression connection and information on the incomplete coefficient of the
accident is allowed to determine the signal indicators of non-discrete objects at the traffic
environment for suburban traffic conditions in according to data [3] that are presented in
Table 7. The correlation coefficients for the presented mathematical models range from
0,813 to 0,999.

Table 7. Dependences on the probabilities of finding objects in the driver’s field of perception
in a condition are dangerous for movement on the characteristics of these objects (for suburban
traffic conditions).

Object characteristic Designation Units Connection of the probability Pi with
the object characteristic

The width of the carriageway on the
streets:

- with fortified roadside bcar m P1 =
0, 010 · b2car − 0, 164 · bcar + 0, 751

- with unfortified roadside b1car m P1 = 3, 94 · b1−1,56
car

Width of roadside b2 m P2 = −0, 061 · n · (b2) + 0, 170

Longitudinal slope:

- without separation of movement
transport

i1 ‰ P3 = −0, 155 · l · n(i1) − 0, 376

- with separation of movement
transport

i2 ‰ P3 = 0, 084 · e0,007·i2

Radius of curves in the plan R1 m P4 = 8, 8709R−0,062
1

Difference in the width of the
carriageway on the roads and bridges

d1 m P5 = 0, 037 · d21 − 0, 172 · d1+ 0, 292

Length of straight sections on the road Lst km P6 = 0, 004 · Lst + 0, 088

Types of intersection:

- at different levels – – P7 = 0, 035

- the intersection into one level X – P7 = 0, 361 · l · n(x) − 0, 680

Visibility on the intersection by an
adjacent road

Lb1 m P8 = 38, 30 · L−1.53
b1

Distance from building to the road Z1 m P9 = 0, 003Z21 − 0, 113Z1 + 1, 289

Distance from road visibility:

- in the plan Lb2 m P10 = −0, 101 · n(Lb2) + 0, 774

- in the profile Lb3 m P10 = −0, 161 · n(Lb3) + 1, 124

The intersection at the one level by
the traffic intensity on
the main road

N Thousand
vehicles/
day

P11 = 0, 121 · e0,000N

The driver’s reaction time plays an important role in creating traffic safety and the
probability by the emergence of road accidents largely depends on it [12, 13]. Changes
in the driver’s condition have affected the parameters of the transport process and the
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reliability of the system “man – equipment – environment”, especially in traffic jams
[14]. In this case, a change in the driver’s reaction has been occurring when the traffic
situation changes, at that jumpily. The changing reactions of the driver a periodic during
a change in the information load of the environment are presented in the form of a
system with rectangular impulses. One of the most effective ways of mutual adaptation
of the driver and driving conditions is speed regulation using different types of the
characteristic at object and information interaction of the driver by the environment.
These characteristics are made a distinction for urban traffic conditions as for suburban
traffic conditions. These indicators are presented in Table 8 and Table 9.

Table 8. The probabilities of finding objects in the driver’s field of perception in a condition are
dangerous for movement (for suburban traffic conditions).

The name of the object in the field of perception Numerical characteristics of the object

Numerical values of probabilities

The condition carriageway on the street Slippery (dirty, icy)

P12 = 0,25

Slippery (wet)

P12 = 0,20

Dry, clean

P12 = 0,13

Rough

P12 = 0,10

Very rough

P12 = 0,075

Prohibiting traffic sign P13 = 0,285

Warning traffic sign P14 = 0,243

Directional traffic sign P15 = 0,24

Order traffic sign P16 = 0,48

Table 9. The probabilities of finding objects in the driver’s field of perception in a condition are
dangerous for movement considering the location of objects along the road and the possibility of
oncoming and overtaking (for suburban traffic conditions).

The name of the
object in the field of
perception

Numerical characteristics of the object

Numerical values of probabilities

Number of lanes

2–3 Without dividing
lanes

With dividing lanes With intersections in
different levels

(continued)
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Table 9. (continued)

The name of the
object in the field of
perception

Numerical characteristics of the object

Numerical values of probabilities

P17 = 0,10 P17 = 0,15 P17 = 0,065 P17 = 0,035

Children by the
roadside

P18 = 0,385

Person by the
roadside

P19 = 0,285

Overtaking a
motorcycle or bicycle

P20 = 0,325

Oncoming a
motorcycle or bicycle

P21 = 0,300

Oncoming a truck
and bus

P22 = 0,214

Oncoming a vehicle P23 = 0,1715

Overtaking a vehicle P24 = 0,28

A vehicle which is
overtaken moving
laboratory

P25 = 0,4

4 Conclusion

According to the results of experimental studies, the signal indicator objects of the traffic
environment in urban conditions were established and the firstly, the signal indicator
objects of the traffic environment for suburban conditions were formalized. There signal
indicators have used to calculate the informational characteristics in the driver’s field
of perception in the model for calculating vehicle speeds and traffic flow. Use data of
tables are allowed to calculate absolute organization and current entropy of object in
the driver’s field of perception that, in the future, the schedule of vehicles movement is
determined.

The proposed informational characteristics were implemented in the method of esti-
mating air pollution, which has been applied at Jubilee Avenue in Kharkiv city, as a
result main measures to improve the state of atmospheric air had been proposed [15].
Based of it the informational characteristics could found their further development in the
model for assessing and predicting the ecological condition of city streets and highways,
predicting the evolution of the ergonomic system “driver – vehicle – transport network
–environment”.
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(eds.) Research Methods in Modern Urban Transportation Systems and Networks. LNNS,
vol. 207, pp. 13–27. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-71708-7_2

https://doi.org/10.1177/03611981211018695
https://doi.org/10.1016/j.trpro.2018.12.057
https://doi.org/10.1007/s12205-018-1803-y
https://doi.org/10.1080/00423114.2020.1802048
https://doi.org/10.1109/SMC.2018.00220
https://doi.org/10.1061/JTEPBS.0000548
https://doi.org/10.31224/osf.io/wgpn7
https://doi.org/10.1016/j.energy.2021.120766
https://doi.org/10.1080/10447318.2018.1561792
https://doi.org/10.5604/01.3001.0012.0938
https://doi.org/10.1016/j.trpro.2018.09.023
https://doi.org/10.1016/j.trpro.2019.06.044
https://doi.org/10.1016/j.trpro.2020.02.087
https://doi.org/10.1007/978-3-030-71708-7_2


Real Time Driver Alertness System Based
on Eye Aspect Ratio and Head Pose Estimation

Ronak Mundra1 , Avireni Srinivasulu1,2(B) , Cristian Ravariu3 ,
Appasani Bhargav4 , and Sarada Musala5

1 JECRC University, Jaipur 303905, India
avireni@jecrcu.edu.in

2 K. R. Mangalam University, Gurugram 122103, India
3 Politehnica University of Bucharest, 313 Splaiul Independentei, Bucharest, Romania

4 Kalinga Institute of Industrial Technology, Bhubaneswar 751024, India
5 Vignan’s Foundation for Science Technology and Research, Guntur 522213, India

Abstract. Drowsy driving is one of the main causes of traffic accidents that leads
to the loss of men and material. There are two methods to detect the alertness of
the driver: first method focuses on the driver’s performance and second method
focuses on the driver’s state. Furthermore, methods focusing on driver’s state
are of two types groups: methods using brain signals and methods using image
processing. This paper presents a real-time image processing system to detect
the alertness of a driver based on the estimation of eye-aspect ratio (EAR) and
the head-pose (HP) estimation. A camera is used to obtain the data of the driver
and computer vision based methods are used to detect driver’s state. The video
segments captured by the camera are analyzed using image processing techniques.
The EAR and the HP are continuously estimated to detect the alertness of a vehicle
driver. The proposed scheme will have benefits in minimizing the accidents by
alerting the driving about his current state.

Keywords: Driver monitoring · Driver drowsiness detection · Head pose · Eye
aspect ratio (EAR)

1 Introduction

With the increase in the number of vehiclesworldwide, auto collisions are one of themain
causes of human loss. As per the report of the World Health Organization (WHO), car
crashes are one of the main ten reasons for human death. As per a 2012 survey directed
by the National Sleep Foundation, one among every five pilots concede that they have
made a genuine mistake, and one out of six trained administrators and transporters say
that they have had a “close to miss” because of drowsiness [1]. In 2008, the National
Highway Traffic Safety Administration estimates that 100000 police reports’ on vehicle
crashes were the direct results of driver drowsiness resulting in 1550 deaths, 71000
injuries, and $12.5 billion in monetary losses [2].
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Three primary methodologies are used to identify driver absentmindedness, namely,
physiological, driving-conduct based, and visual-include based methodologies. Physi-
ological methodologies include examination of imperative signals, for example, cere-
brum action, pulse, and heartbeat rate. For instance, Khushaba et al. [3] fostered a
fluffy shared data based wavelet parcel change model to gauge the tiredness level from
a bunch of electroencephalogram, electrooculogram, and electrocardiogram signals.
Notwithstanding, the physiological methodologies frequently require anodes that are
connected to the driver’s body, which are meddlesome in nature and, thus ly, may make
disturbance to the driver. Driving-behaviour-information-based approaches evaluate the
driver’s performance over time.

Based on the variations in the lateral position, speed, steering wheel angle, acceler-
ation, and breaking, the system determines, if the driver is alert or not. Liang et al. [4]
developed a real-time approach for detecting distraction using the driver’s eye move-
ments and driving performance data collected in a simulator environment called the
in-vehicle information system. Drowsy people often produce unique visual features on
the face such as eye blinking, yawning, and eye and head movements. Hammoud et al.
[5] had proposed a driver laziness discovery framework that gauges the situation with
the eyes in the close infrared range. Moriyama et al. [6] have assessed the eye state by
making itemized layouts of the shape and surface of the eyelid. As a broadly acknowl-
edged visual measure for sluggishness identification, the level of eyelid conclusion (PC)
tallies the quantity of eye flickers of the driver [7]. These methods are based mainly on
the eye movements and the driving performance of the driver [8–15].

This paper presents the continuous monitoring of the driver’s alertness by estimating
the eye aspect ratio (EAR) and the head pose (HP). The information needed for the
estimation is captured using a single camera and the parameters are obtained using the
OpenCV library implemented in Python. The proposed scheme estimates the EAR and
HP angles from a face object in a live video stream captured by the camera [16–19].

The organization of the paper is as follows: the next section describes the detection
of EAR based on facial features. The third section presents the estimation of the HP.
The proposed algorithm for detecting the state of the driver is proposed in section four.
In section five the experimental results are presented and finally in section six, the
conclusion is discussed.

2 Facial Landmark and Ear Detection Review

There are a variety of facial landmark detectors, but all methods are essentially to try to
localize and label the various facial regions, such as, mouth, right eyebrow, left eyebrow,
right eye, left eye, nose and jaw.

The pre-trained facial landmark detector is available inside the dlib library and is
used to estimate the location of 68 (x, y)-coordinates that map the facial structures on
the face. As discussed in the above section, the condition of eyes demonstrates the state
of the driver. In [3] a method of ellipse fitting was proposed to describe the shape of
pupil. As shown in Fig. 1, the method first segments the pupil using the traditional image
processing techniques. Then, an ellipse is fitted with the white pixels, which represent
the shape of the eyes. Lastly, the ratio of major and minor axes of the ellipse was used
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to evaluate the state of eyes. However, the performance depends on other factors as well
as discussed below:

1. The pixel values are sensitive. Image segmentation depends on the surrounding
environment.

2. In practical application, the pixel values between the pupils and glasses are very
close, which lead to wrong ellipse fitting, when the driver is wearing glasses.

Fig. 1. Eyes landmarks. Upper: Eye landmark coordinate. Bottom: reading of EAR [7].

In this paper, we design a newmore stable parameter based onDlib toolkit to evaluate
the state of driver’s eyes. It is more stable and precise than ellipse fitting method thanks
to avoiding the traditional image process.

As shown in Fig. 1, for particular eye, we have six centres passed on around to
discover the circumstance of eye. The development of eyes accomplishments has basic
separations among two state either open or close. In [4], EAR was use to save the squint
rehash. EAR can be handled by the circumstance of eyes achievements by [7]:

EAR = ‖P2 − P6‖ + ‖P3 − P5‖
2‖P1 − P4‖ (1)

where Px , x = 1, 2, 3, 4, 5, 6 is the coordinate of eyes landmarks. As shown in Fig. 1,
when EAR is 0.2 or above means eyes consider as open otherwise close.

3 The Head Pose Estimation

In computer vision the posture of an object alludes to its overall direction and position
regarding a camera. You can change the posture by either moving the item regarding the
camera, or the camera concerning the item.

The posture assessment issue depicted in this instructional exercise is frequently
alluded to as Perspective-n-Point issue or PNP in computer vision language. As we shall
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find in the accompanying segments inmore detail, in this issue the objective is to discover
the posture of an item when we have an adjusted camera, and we know the areas of n
3D focuses on the article and the relating 2D projections in the Fig. 2.

Fig. 2. 3D coordinates projected on image frame [6].

Let’s assume that we know the location of a point in the 3D co-ordinate system. If
we know the rotation (a 3 × 3 matrix) and translation (a 3 × 1 vector) of the coordinate
with respect to the camera coordinates, the location of the point in the camera coordinate
system can be calculated using the following equation.

⎡
⎣
X
Y
Z

⎤
⎦ =

⎡
⎣
r00 r01 r02 tx
r10 r11 r12 ty
r20 r21 r22 tz

⎤
⎦

⎡
⎢⎢⎣

U
V
W
1

⎤
⎥⎥⎦. (2)

A 3D rigid object has only two kinds of motions with respect to a camera. One is
translation and second is rotation. There are three organized frameworks in play here.
The 3D directions of the different facial highlights as appeared above are in world
directions. In the event that if we knew the rotation and translation (for example present),
we could change the 3D focuses in world directions to 3D focuses in camera organizes.
The 3D focuses in camera facilitates that can be projected onto the picture plane (for
example picture organize framework) utilizing the natural boundaries of the camera
(central length, optical focus and so on)

s

⎡
⎢⎢⎣

X
Y
Z
1

⎤
⎥⎥⎦ =

⎡
⎣
r00 r01 r02 tx
r10 r11 r12 ty
r20 r21 r22 tz

⎤
⎦

⎡
⎣
U
V
W

⎤
⎦, (3)
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where s is the scale factor, it exists in equation because we don’t know the depth of the
image, (X, Y, Z) is 3D coordinate of point A in camera coordinate system and (U, V,W )
is 3D coordinate of point A in world coordinate system. The joint rotation–translation
matrix [R|t] contains extrinsic parameters rij and ti. The POSIT algorithm is used to
estimate the position in three dimensions of a known object.

This equation can be solved using a method called the direct linear transform (DLT).
After solving the same we get the equation shown as under

s

⎡
⎣
X
Y
1

⎤
⎦ =

⎡
⎣
fx 0 cx
0 fy cy
0 0 1

⎤
⎦

⎡
⎣
r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3

⎤
⎦

⎡
⎣
U
V
W

⎤
⎦, (4)

where f x and f y are the focal lengths in the x and y directions, and is the optical center.
In OpenCv the function solvePnP can be used to estimate pose. We can use this

function on several algorithms for pose estimation using the parameter flag. By default,
this function use SOLVE_ITERATIVE which is required for DLT solution.

InOpenCV there are twonewmethodsSOLVEPNP_DLS andSOLVEPNP_UPNP.
The important thing in SOLVEPNP_UPNP is that it tries to estimate camera internal
parameters also.

SOLVEPNP_UPNPMethod is based on the paper [11]. In this case the function also
estimates the parameters f x and f y assuming that both have the same value. Then the
camera Matrix is updated with the estimated focal length.

4 Proposed Algorithm Flow Diagram

A normal camera is being utilized for portraying the face and its highlights. There is
a need of speakers too for disturbing the driver to keep the driver away from feeling
snoozing. In this proposed project there are four different parts:

– Face detection,
– Eye detection,
– Eye blinking detection,
– Head Pose Estimation.

By using OpenCv Dlib library we get face part. It distinguishes the face and intro-
duces the interaction of languor discovery continuously, and also, for identifying area
of facial highlights like eye, eye flickering developments, mouth and so on. Once, eyes
are being identified, their developments are determined per outline.

In this case, after determining the eyeswe can perform somemathematical operations
on this as stated above and calculated eye aspect ratio (EAR). Along with this we can
locate the head and track that in real time. Thus, we can track 5 points like nose tip,
corner of both eyes, and corner of chicks and chin point. By using all these points we
make an angle by which we can determine the particular degree of head from the centre.
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If this angle is more than the threshold limit, for example, 45° for some consecutive
frame then we can say that driver is not seeing in front for whatsoever reason and then
we play an alarm to alert the driver. We can better understand this with the help of flow
diagram as seen in Fig. 3.

Fig. 3. System flow.

5 Experimental Results

The proposed detection framework was tested on different individuals. It only recog-
nizes the right individual (the driver) and ignores the other individuals. Additionally, the
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method can recognize each individual by the face and it also labels them. The OpenCv
library was to recognize face. Next, the EAR is estimated in real-time. When the EAR
is below the threshold a warning is issued. The EAR is estimated continuously in the
real time. These results are shown in Fig. 4, 5 and 6.

Fig. 4. Normal open eye. Fig. 5. Closed eye.

Fig. 6. Eye aspect ratio graph.

Next result is for head pose estimation that you can see in the below figures from
Fig. 7, 8 and Fig. 9.
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Fig. 7. Right side watching. Fig. 8. Left side watching.

Fig. 9. Head pose estimation graph.

6 Conclusion

Examination on languid driving identification calculation is perhaps themain techniques
to lessen car crashes. As we probably are aware that, there are critical individual con-
trasts, particularly the size of eyes, between various individuals. It is quick enough to
contemplate the individual contrasts when we concentrate on the calculation dependent
on computer vision.

In this paper, we propose another driving languor discovery calculation. We present
a strategy for computation for eye angle proportion and head present assessment for
sharpness of the driver. The test shows that framework works reliably.

In future, we can improve this technique in such a manner that it can also maintain
the speed of vehicle and emergency break if needed along with alert signal. With help
of this we can control the final damage up to a certain level.
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Abstract. The aim of the paper is to improve and to optimize the system for
arranging commuter passenger transportation and improving the quality of trans-
port services by modeling the impact of technology and arranging commuter
passenger transportation on their volumes in a competitive environment in the
transport market. The processes of development of any system associated with the
modernization or the introduction of new technology and equipment have common
properties. Accordingly, commuter transport should be considered in relation to
the external environment. It is advisable to solve problems of this class specifically
with the help of a systematic approach. The commuter passenger transportation
system is difficult to study, because it contains a large number of components that
are in various relationships. The components of this system are passengers of dif-
ferent social groups, vehicles, infrastructure facilities, financial flows, information
flows, etc. With reference to the above-mentioned subject, the study of the system
for arranging commuter passenger transportation should be approached from the
standpoint of system analysis, when a system is understood as a set of elements that
are in relationships and connections with each other and form a certain integrity
and unity. In order to mathematically describe the system for arranging commuter
passenger transportation, it is necessary to describe the properties of the input
stream of homogeneous events – the structure of the system, the characteristics
of the service, the flow of orders. The theory of waiting lines is applied in this.
The methods of the theory of waiting lines are well studied and widely used to
solve various problems in transport. This also applies to the commuter passenger
transportation industry. The probability of preference for choosing a rail trans-
port by a potential passenger, taking into account the totality of technological,
organizational, and economic parameters that affect the traffic flow and reflect the
conditions for the transportation of passengers by various modes of transport.
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1 Introduction

The processes of development of any system associated with the modernization or the
introduction of new technology and equipment have common properties [1–3]. Accord-
ingly, commuter transport should be considered in relation to the external environment
[4]. It is advisable to solve problems of this class specifically with the help of a sys-
tematic approach. The commuter passenger transportation system is difficult to study,
because it contains a large number of components that are in various relationships [5–
7]. The components of this system are passengers of different social groups, vehicles,
infrastructure facilities, financial flows, information flows, etc. [8–10]. With reference
to the above-mentioned subject, the study of the system for arranging commuter passen-
ger transportation should be approached from the standpoint of system analysis [11–13],
when a system is understood as a set of elements that are in relationships and connections
with each other and form a certain integrity and unity.

Mathematicalmodeling is one of themost important tools in solving various transport
problems [14–16] and it is one of the most common methods in the study of transport
processes and phenomena [17–19].

The aimof the paper is to improve and to optimize the system for arranging commuter
passenger transportation and improving the quality of transport services bymodeling the
impact of technology and arranging commuter passenger transportation on their volumes
in a competitive environment in the transport market.

2 Literature Review

The methodological basis for the development of mathematical models of arranging
commuter passenger transportation is a systematic approach, the implementation of
which should be based on the fundamental provisions of the theory of transport systems
and relevant applied methods. The methodological foundations and practical aspects
of the functioning of passenger transport are reflected in the works that consider the
problemsoptimizingvehicle design tominimize damaging track forces [20], highlighting
recent trends to identify the foremost research areas whose advancement will reduce the
environmental impact of this sector [21], new conceptual framework and pragmatic
strategies for transit priority implementation in car-centric cities [22], technical and
regulatory problems and barriers which are considered to prevent or impede the use of
drones for parcel and passengers transportation [23], theoretical frameworks, sampling
and estimation methods and indicators relevant to designing empirical built environment
and transit use research [24], the transformation of the transport market, being the effect
of changes on the market of goods and services and economic growth, the reasons
for using railway transport in servicing urban and agglomeration traffic [25] and other
studies [26–28].

The most common and important criteria in the analysis of the commuter passenger
transportation system are quality, reliability, number of passengers carried, competitive-
ness, efficiency of arranging, and the like. The basic tool for conducting a comprehensive
analysis of the activity of commuter passenger transportation is factor analysis. The the-
oretical and practical foundations of the factor analysis methodology are shown in the
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works [29–31]. Factor analysis is applied as a form of quantities and constants, the
value of which is determined on the basis of statistical data and probabilistic ideas about
transport processes.

3 Research Methodology

In order to mathematically describe the system for arranging commuter passenger trans-
portation, it is necessary to describe the properties of the input stream of homogeneous
events – the structure of the system, the characteristics of the service, the flow of orders.
The theory of waiting lines is applied in this. The methods of the theory of waiting lines
are well studied and widely used to solve various problems in transport [32–34]. This
also applies to the commuter passenger transportation industry.

It is necessary to note the theory of games and decisions among the methods based
on the probability theory, which studies mathematical models, where the participants in
the transportation process – the players (railway and vehicular transport) have different
interests and have to achieve goals using certain strategies.

Methods of the probability theory, the theory of waiting lines and mathematical
statistics should be used in the calculation and analysis of passenger flows in commuter
traffic routes. Using these methods, it is possible to identify certain patterns in the
formation of passenger flows within the transport hub.

The authors of [35] conventionally divided the methods used in the study of trans-
port processes into descriptive and mathematical ones. Thus, descriptive methods do not
provide a quantitative measurement for assessing the processes under study. Therefore,
mathematical methods of two directions are mainly discussed: deterministic and proba-
bilistic ones. In the first case, transport is considered to be as a certain mechanism, and
its components – stations, hubs, sections, traffic routes – as links interconnected by rigid
analytical dependencies. In the second case, it is assumed that the operational processes
are probable, correlational, and not uniquely determined.

If we talk about mathematical methods, then varieties of the linear programming
method are widely used in transport. In linear programming problems, the conditions
that are imposed on the range of permissible variable values are determined by a system
of linear inequalities, while the desired value is a linear function of the same variables.
It is expedient to use linear programming methods in this study in order to determine
the size of train traffic on commuter routes.

4 Results and Discussion

In order to study the impact of technology and arranging commuter passenger trans-
portation on their volumes in the conditions of competition in the transport market, we
can apply both the experience of building similar mathematical models [12, 17] and the
analogy withMarkovian processes [19], in which the system passes from state Si to state
Sj (and it is in them with probabilities pi and pj) under the influence of certain flows of
events, which (flows) have intensity λij. Under the conditions of setting the problem of
the spatial distribution of passengers in the network, a complete description of the state
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Fig. 1. An approximate graph of system states (Si , pi – i-th state of the system and the probability
of finding the system in the i-th state),whereS0,p0 –nopassengers;S1,p1 –presence of passengers,
choice of transport; S2, p2 – transportation by railway; S3, p3 – transportation by road; S4, p4
– transportation by private mode of transport (a private vehicle).

of the transportation system is to determine the behavior of the passenger in choosing a
traffic route. An approximate graph of system states is shown in Fig. 1.

Let us consider the system of the competitive transport market “passenger – alterna-
tive carriers”, where the number of passengers in a certain period of time can be trans-
ported by rail or road, and the decision is made by the passenger, taking into account
the economic, organizational-and-technological, and other advantages or disadvantages
of these modes of transport. The hypothesis is that the intensity of the flow of events
depends on the economic, organizational, and technological parameters of the transport
service, different messages of which make the flow intensities more or less intense and
different states of the system – more or less probable.

As S2 state, we will consider the transportation of passengers by the rail transport
chosen for this, S3 – state – transportation by road, and S4 – state – transportation by a
privatemode of transport (a vehicle). Thus, these threemodes of transport are considered
to be as competitive, alternative ones.We assign the described states to their probabilities
and write down the system of flow balance equations for the final probabilities of the
states. This system, compiled according to known rules [35], has the form:

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

λ01 · p0 = λ20 · p2 + λ30 · p3 + λ40 · p4,
(λ12 + λ13 + λ14) · p1 = λ01 · p0,
λ20 · p2 = λ12 · p1,
λ30 · p3 = λ13 · p1,
λ40 · p4 = λ14 · p1,
p0 + p1 + p2 + p3 + p4 = 1.

(1)
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From this system of equations, we first will find p1, and then all other state
probabilities:

p1 = 1

1+ λ12+λ13+λ14
λ01

+ λ12
λ20

+ λ13
λ30

+ λ14
λ40

, (2)

p2 = p1 · λ12

λ20
, (3)

p3 = p1 · λ13

λ30
, (4)

p4 = p1 · λ14

λ40
, (5)

p0 = p1 · λ12 + λ13 + λ14

λ01
. (6)

If we assume that each state of the transportation system is carried out with equal
probability, then the most probable distribution of flows is found.

Now, we will determine the intensity of passenger flow based on the above hypoth-
esis, using both natural and economic parameters of transport services. Therefore, the
intensities of passenger flows are as follows:

λ01 = B

T
, (7)

where B is the economic benefit of a passenger from traffic by public transport compared
to private transport, UAH; T is the period of time (hours, days, etc.), hours.

B = Cv −
(
Ca + Cr + Cpr

)

3
, (8)

whereCv is the farewhile traveling by private vehicle, UAH;Ca is the farewhen traveling
by public vehicular transport, UAH; Cr is the railway ticket price, UAH; Cpr is the fare
when traveling by a private vehicle, UAH

Cpr = Cv

K
, (9)

where K is the number of passengers in a private vehicle.
The economic benefit calculated by formula 8 contains the average cost of traffic

by public transport (including private vehicles) – (Ca+Cr+Cpr)
3 , which is due to: firstly,

the proximity of the rates of rail and vehicular transport in nearby commuter areas in a
competitive environment; secondly, the initial equiprobability of the passenger’s choice
of one or another mode of transport

Cv = Cv
a

ts · 365 + gf · Cf · lad
100

, (10)
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where Cv
a is the original cost of a vehicle, UAH; ts is the service life, years; lad is the

average dally vehicle run, km; gf is the fuel cost (calculation is made on the example of
gasoline); Cf is the fuel consumption rate per 100 km; Ca is the ticket price in public
vehicular transport, UAH.

It is probably difficult to argue that the transition from the state “no passengers”
to the state “presence of passengers” is the more likely, the greater the benefit that the
transportation of passengers can provide. For example, the greater the difference in the
cost of transportation by private vehicles compared to public transport, the more intense
the passenger flow λ01 will be. Thus, the determination of the flow intensity λ01 is based
on quite logical economic premises.

The intensities of flows λ12, λ13 and λ14, which predetermine the passenger’s
choice of one of the three modes of transport (railway, vehicular, or private vehicle)
are determined using the following considerations. The value λ1j should be calculated
as follows:

λ1j = Cv − Qj

zj
, (11)

where Qj is the cost of a passenger’s ticket required for its implementation by the j-th
mode of transport (fare j = 2 – rail transport, j = 3 – vehicular transport, j = 4 – private
vehicle), UAH; zj is the total time of passenger transport service containing the following
components, hours

zj = τj + T · qj
Am

+ Lj
Vj

, (12)

where Am is the volume of passenger transportation that should be carried out during
a period of time T (hours, days, etc.), passengers; τj is the time before the start of the
trip (for example, the time of approaching the railway station, approaching commuter
ticket offices, parking, time to buy a ticket), hours;

T ·qj
Am

is the average departure interval

of vehicles (departure waiting time), determined using already known values, hours;
Lj
Vj

is the duration of the passenger’s stay in the process of transportation, depending on its
distance Lj and speed Vj, hours.

The rates of λ20, λ30 and λ40 flows (generally λj0) that return the system to the «no
passengers» state after the completion of the transportation of passengers for a period
of time are as follows:

λj0 = Qj

T
. (13)

Obviously, the greater the specific economic benefits from the transportation of
passengers per unit of time, the faster the transportation of passengers (the system returns
to the “no passengers” state) is, but only in order to start a new cycle of receiving benefits
(returns to the state “presence of passengers”).

After the above formulas, let us write out the formula (3) in expanded form

p2 = p1 · λ12

λ20
,
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p2 =
Cv
Q2

− 1

z2 ·
[

1
T +

Cv
Q2

−1
z2

+
Cv
Q3

−1
z3

+ K−1
z4

+ 1
B ·

(

Q2 ·
CB
Q2

−1
z2

+ Q3 ·
Cv
Q3

−1
z3

+ Cv
z4

·
(
1− 1

K

)
)] .

(14)

Equation (14), which in expanded form reflects the dependence of the probability of
preference (chances) for choosing a rail transport by a potential passenger, shows that
these chances depend on a set of technological, organizational, and economic parameters
that reflect the conditions for the transportation of passengers by different modes of
transport that compete with each other. It was clear that this dependence has a non-linear
complex character and the z2, z3, and z4 variables, in turn, depend on other parameters.

With the given output, the probability of choosing rail transport Prt , if the passenger
has no other choice than between rail, vehicular transport, and a private vehicle, will be:
Prt = p2

p2+p3+p4
(this calculation method is correct, since the probabilities of choosing

one or another mode of transport are the probabilities of events that form a complete
group, the sum of probabilities of which is always equal to one).

The formula for the probability of choosing a rail transport by a potential passenger
takes the form:

Prt =
Cv
Q2

− 1
(
Cv
Q2

− 1
)
+ z2

z3
·
(
Cv
Q2

− 1
)
+ z2

z4
· (K − 1)

. (15)

The formula for the probability of choosing a vehicular transport by a potential
passenger takes the form:

Pat =
1
z3
·
(
Cv
Q3

− 1
)

1
z2
·
(
Cv
Q2

− 1
)
+ 1

z3
·
(
Cv
Q3

− 1
)
+ K−1

z4

. (16)

The formula for the probability of choosing a private vehicle by a potential passenger
takes the form:

Ppr =
K−1
z4

1
z2
·
(
Cv
Q2

− 1
)
+ 1

z3
·
(
Cv
Q3

− 1
)
+ K−1

z4

. (17)

The study of the Prt dependence on the totality of these parameters and conditions
has been carried out using calculations, the results of which are shown in Figs. 2–4.

As can be seen from Fig. 2, the probability of preference for rail transport falls on
the morning and evening peak periods and during the morning and evening recession,
on the contrary, the probability of preference decreases in favor of the transport system
with a higher speed of passenger delivery, with a shorter service time that satisfies the
passenger’s requirements for transport services.

Figure 3 shows how, depending on the number of passengers in a private vehicle,
the probability of a preference for rail transport changes. It can range from 23 to 66%,
taking into account a period of a day and the number of passengers in a private vehicle.
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Fig. 2. Dependence of the probability of a passenger giving preference to each of the modes of
transport (the chances of a mode of transport) on the period of the day.

Fig. 3. Dependence of the probability of choosing a rail transport by a passenger on the number
of passengers in a private vehicle.

Fig. 4. Dependence of the probability that a passenger gives preference to public road transport
on the number of passengers in a private vehicle.
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After analyzing Fig. 4, it can be seen that the probability of the preference for vehic-
ular transport during the morning and evening recession increases and it can range from
25% to 41%, depending on the number of passengers in a private vehicle and a period
of a day.

It should be noted that each mode of transport is characterized by its own cost
indicators: a ticket price for trip in public transport (vehicular or rail one) or the cost
per passenger for a trip in a private vehicle; as well as depending on the arranging of its
work, the total duration of the passenger’s trip zj. In order for the calculation results to
be comparable for different modes of transport, we will take the maximum trip distance
for all possible ways of its implementation as L = 70 km. Moreover, it should be taken
into account that with different methods of making a trip, different vehicles, differing
in passenger capacity (number of passengers), as well as their different average speeds
at different times of a day, are used. For example: rail transport does not know such
a phenomenon as traffic jams, however, both in vehicular transport (both public and
private one), their negative impact on speed in the morning and evening peak hours is
very noticeable, which should be taken into account whenmodeling. As can be seen from
Fig. 5. Dependence of the probability of a passenger giving preference to rail transport
during peak hours on the ticket price. Under the same conditions, the higher the cost of
transportation is, the less likely the advantage of rail transport will be (if there is another
transport system with a lower cost of transportation). Similarly, the amount of passenger
flow can be affected by the transport time of a passenger service, the deviation of the
actual time of transportation from the calculated one, and other factors.

Fig. 5. Dependence of the probability of a passenger giving preference to rail transport during
peak hours on the ticket price.

Authors of other studies have come to similar conclusions [17, 19]. Modeling the
impact of technology and arranging commuter passenger transportation on their volumes
in a competitive environment in the transport market is an effective means of improving
and optimizing the system for arranging commuter passenger transportation [5] and
improving the quality of transport services [8, 25].
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In a competitive environment in the market of transport services, the vehicle-to-
population ratio is increasing, which leads to increased requirements for public transport
[22, 24, 26]. Therefore, in order to remain a competitivemode of transport, it is necessary
to fully meet the needs of passengers during transportation, as well as to improve the
quality of service.

5 Conclusion

The application of the developed model makes it possible to determine the probability of
preference for choosing a rail transport by a potential passenger, taking into account the
totality of technological, organizational, and economic parameters that affect the traffic
flow and reflect the conditions for the transportation of passengers by various modes
of transport. It can be argued that the most influential factors that attract passengers or
repel them from one or another type of transportation are the following: the duration
of the passenger’s stay on the road; time of departure and arrival both at the main and
intermediate stations; comfort level in trains; fare; traffic safety; independence from
climatic conditions; initial and final time costs related to arranging a trip.
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Abstract. The non-linear dynamic (bifurcation) nature of modern socio-
economic processes has led to the emergence of the concept of sustainable develop-
ment of society. The concept implies the use of innovative environmental, energy-
and material-saving technologies, the preservation of the integrity and stability of
socio-economic, biological and physical natural systems under conditions of lim-
ited resources. One of the main drivers of sustainable development is the high effi-
ciency of designing, implementing and developing Intelligent Transport Systems
(ITS). This paper considers the theoretical concepts of sustainable functioning and
development of the transport system as an open non-linear dynamic system,within
the framework of the generalized Lorenz model. The interaction between three
dynamic variables is considered: the level of application of modern innovative
technologies in ITS, the level of efficiency of various institutions that ensure the
implementation and functioning of ITS, and the control factor, which determines
the influence of the external environment on the current state of functioning of
the transport system, including the urban street and road network (SRN). Based
on the results of simulation studies, the conditions for the sustainable functioning
of the ITS have been identified, which are associated with proactive activities to
improve and timely implementation of information and communication technolo-
gies in the ITS; continuous controlling of the state of functioning of the transport
system; implementation of a high degree of coordination and synchronized inter-
action between the processes of development, implementation, and use of the
ITS.

Keywords: Sustainable development · Synergetic · Lorenz system · Transport
system management · Intelligent Transport Systems

1 Introduction

Current trends in the acceleration of scientific and technological progress and, as a result,
the active introduction of fast-changing science-intensive innovative technologies with
short life cycles, globalization, the complication andmutual influence of the processes of
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socio-economic development of civilization deter-mine the non-linear dynamic (bifurca-
tion) nature of the flow of socio-economic processes. This, under certain conditions, can
lead to the unpredictability of capital markets, uncertainty and volatility of the business
environment, uneven economic development in different countries, severe financial and
economic crises, and irreversible processes of global environmental destruction.

These factors led to the emergence of the concept of sustainable development of
society based on the combination of three areas: economic, social and environmental.
This implies the adoption of measures aimed at the optimal use of limited resources and
the use of environmentally friendly nature, energy, and material-saving technologies,
maintaining the integrity and stability of socio-economic, biological and physical natural
systems.

In line with this, the UN adopted the Sustainable Development Goals (SDGs), which
are a kind of call to action coming from all countries, aimed at improving the well-being
and protecting our planet [1].

One of themain goals adopted for the sustainable development of society is SDG11 –
Make cities and human settlements inclusive, safe, resilient and sustainable. And here,
in authors’ opinion, one of the main factors that can ensure the sustainable development
of cities in the development, deployment and effective operation of intelligent transport
systems (ITS). Indeed, accelerated motorization under conditions of underdeveloped
urban road networks (URN), is ac-companied by several negative economic, social and
environmental consequences. Among the main consequences are a sharp decline in the
efficiency of transport systems, a loss of control over logistics operations in the delivery
of goods, a deterioration in the mobility and comfort of road users, and an increase in
environmental pollution.

As the experience of the last decades shows, one of the main, often the only ways
to solve these problems is the development and implementation of ITS using modern
information and communication technologies. Effective use of ITS leads to:

– increase the mobility and comfort of the population in transport by eliminating
congestion, prioritizing public transport, as well as timely road maintenance;

– improve the safety and efficiency of the functioning and management of transport
systems;

– reduce the negative impact on the environment, improving the ecological situation in
cities.

Meanwhile, the analysis shows [2–12] that improving the efficiency of ITS func-
tioning as one of the main factors in enhancing the sustainability and livability of a city
is not always determined only by the level of use of modern ICT. Often, the sustainable
development of a city, along with the use of modern ICT, is also determined by the
degree of coordination, cooperation, synchronized action between business units, sci-
entific institutions engaged in the development and implementation of appropriate ITS
modules, and public institutions, transport and logistics enterprises, which must ensure
the effective implementation and operation of these ITSs [13–15].

In addition, if in the leading countries the problems of intellectualization of trans-
port systems have been dealt with since the 90s, the creation of ITS took place in a
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complex, systematic way, with the development of strategies and tactics for the cre-
ation, implementation and development of ITSs. Unfortunately, in Ukraine, this is done
locally, sporadically in the absence of a national strategy for the development of ITS in
the country. Generally speaking, today there is no general theoretical justification for
the need for such coordination to ensure the sustainable functioning and development
of ITS as one of the main factors in ensuring the sustainable development of cities.

This paper considers the concept of sustainable functioning and development (evo-
lution) of transport systems, which is based on the synergetic Lorentz model. This model
considers the interaction between three dynamic variables: the level of application of
modern innovative technologies in ITS (I), the level of efficiency of various institutions
that are responsible for the implementation or take part in the functioning of the ITS (F),
and the controlling factor of the external environment is an indicator that characterizes
the current state of the functioning of the transport system (p), for example, the urban
road network (URN). Needs to note the URN in a certain way depends on various factors
of the nonlinear dynamics of the external environment – a sharp increase congestion of
URN sections, a sharp decrease in throughput due to the inefficient use of transport
infrastructure, a significant deterioration in the environmental situation, etc.

2 Synergetic Theory of Transport Systems Sustainable
Development

Recent studies show [2–4] that in modern conditions the socio-economic development
of society, as a complex open non-equilibrium system, is a nonlinear dynamic transfor-
mation associated with the transition from one stable state to another through a series of
intermediate nonequilibrium, unstable (often chaotic) structurally heterogeneous states.
Here, when the fluctuations of the external socio-economic environment exceed certain
critical values, there comes a moment (bifurcation point). At this point, the changes in
parameters lead to an abrupt transition of the system to a qualitatively different state, to
a new development trajectory (bifurcation stage of system development). At the same
time, a bifurcation point is a branching point of various alternative development options
that can lead to the implementation of fundamentally different both stable (attractors)
and unstable scenarios for the development of the system.

At the present stage of the development of scientific research to describe the behav-
ior of nonlinear dynamic systems, the nature and mechanisms of the manifestation of
the corresponding effects, the ideas and methods of synergetic based on the theory of
dynamic systems and no equilibrium thermodynamics are most widely used [5, 6]. Syn-
ergetic is a scientific direction that studies the processes of self-organization in open
non-linear non-equilibrium dissipative systems of different nature (physical, technical,
socio-economic, psychophysical, cognitive, etc. [7–9].

At the same time, the creator of the concept and basic principles of ITS design,
implementation and development, JosephM. Sussman, in his seminal work [12], argued
that the main drivers of sustainable development of society as an open socio-economic
system are technology, organizational and institutional relations, and the external envi-
ronment. Here, the external environment is the controlling parameter for the degree of
the synchronized, coherent interaction between the processes of developing and using
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innovative technologies in society and the institutions responsible for their effective
use, taking into account environmental externalities (importance of clean air and water
policies, global warming, energy, social justice, etc.) [10, 11].

At the same time, since transport in modern conditions is one of the determining
factors in the formation of society, innovative technologies are also the main drivers of
modern transport systems development (Fig. 1) [12]. Here, the efficiency of transport
systems functioning as a control parameter is determined by the degree of synchro-
nized, coordinated interaction between the processes of development, implementation,
use of modern ICT in transport and institutional relations between entities that ensure
their effective functioning, taking into account the goals of sustainable development of
systems of the appropriate dimension [12, 16].

Fig. 1. Drivers of transport system development [12].

More other, [12] provides a theoretical justification for the need to use the fractal
approach (self-similarity) to ensure the effective functioning of transport systems of
any dimension, which is one of the main approaches in synergetic to describe the col-
lective self-consistent behavior of open nonlinear systems based on the principles of
self-organization [17]. According to [12], the presented concept of sustainable devel-
opment of transport systems should be reflected at all levels of functioning of transport
systems of the appropriate dimension (Fig. 2): on all timeframes, from real-time to strate-
gic planning; at all geographic scales, from urban to global; at all organizational levels,
from modal to the integrated supply chain.

Here, a variety of approaches, including advanced models in operations research,
simulation modelling, econometrics, etc., need to be used to ensure effective real-time
management of transport systems of any dimension through modern ICT [12]. At the
same time, an appropriate qualitative analysis framework needs to be used to deal with
new and more complex institutional realities in transport.

Following the above, within the framework of the fractal approach, we will consider
the transport system at the city level as an open non-linear dynamic dissipative system.
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Fig. 2. Transport system dimensions according to [12].

The sustainable functioning anddevelopment ofwhich largely determines the sustainable
development of the city. Then, it is reasonable to describe the evolution of functioning
of such a system in the framework of synergetic representations, which generalize the
thermodynamic picture of phase transformations [18].

At the same time, we are based on the Lorenz system [18] with three dynamic
variables (order parameter, associated field and control parameter), which corresponds to
the simplest synergetic system that is self-organizing. By analogy with [12], in our case,
these variables are the level of application of modern innovative technologies in ITS (I),
the level of performance of various institutions responsible for the implementation and
participating in the functioning of ITS (F), and the indicator characterizing the current
state of operation of the transport system (p), for example, the urban road network
(URN), which depends in a certain way on various factors of non-linear dynamics of the
environment (a sharp increase in the congestion of URN sections, a sharp decrease in
throughput due to the inefficient use of transport infrastructure, a significant deterioration
in the environmental situation etc.). In this formulation, the problem is reduced to finding
solutions to the system of self-consistent equations of evolution of these three dynamic
variables.

Then, in the framework of the synergetic Lorentz model, the evolution of the trans-
port system functioning as a result of the influence of internal and external nonlinear
environment factors is described by a system of self-consistent nonlinear differential
equations, which in relative units has the following form [18]:

⎧
⎪⎨

⎪⎩

İ = −I + F,

δ · Ḟ = −F + I · p,
h · ṗ = (pe − p) − I · F .

(1)

Here İ , Ḟ , ṗ are the time derivatives of I, F, p; δ = τF/τI , h = τp/τI , pe are the system
parameters, τI , τF , τp are the corresponding relaxation times, on which the rates of
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change (reaction) I, F, p depend under the influence of various negative factors of the
nonlinear environment. pe is an effective parameter that just determines the effect of
various factors of the nonlinear environment on the evolution of the dynamic variables
I, F, p of the system.

To solve the system of differential Eqs. (1) describing the prediction of the evolution
of transport system operation perturbed by the nonlinear external environment, it is
necessary to construct according to a standard scheme [19, 20] a bifurcation diagram,
namely, to find special (stationary) points of system phase portrait (stationary system
states) and to study these points (states) for stability.

The analysis carried out according to [19, 20] of the system (1) indicates the presence
of three stationary points: p. O with coordinates (Ic,Fc, pc) − (0, 0, pe), and p. P1
and P2 with coordinates P1(

√
pe − 1,

√
pe − 1, pe), P2(−√

pe − 1,−√
pe − 1, pe)

respectively. It turns out that stationary points P1 and P2 arise and exist when pe ≥ 1.
When changing pe from 0 to 1, there is one steady state at point O with coordinates

(Q,F, p) − (0, 0, pe). At pe = 1 there is a bifurcation: the equilibrium position at
p. O becomes unstable and two stable stationary states appear at points P1 and P2 with
coordinates P1(

√
pe − 1,

√
pe − 1, 1) and P2(−√

pe − 1,−√
pe − 1, 1).

Thus, even in the case of the simplest synergetic model in the form of a deterministic
Lorentz system, there are two attractors (points P1 and P2) – stable stationary modes,
into one of which, depending on the initial conditions, the system follows, passing
through a series of intermediate transition states. At the same time, the influence of
fluctuations of the external environment pe can lead to the realization of essentially
different trajectories (scenarios) of such transition, and, hence, to the possibility of
realization with a certain probability of qualitatively different final steady states of such
system. The mutual consistency of dynamic variables I, F, p in our case is determined by
the ratio δ = τF/τI , h = τp/τI of response rates I, F, p to abrupt changes in the external
environment pe, affecting the state of the transport system, including URN.

3 Results and Discussion

In contrast to [18], where the synergistic effects of the macroeconomic system were
studied in adiabatic approximation, the solutions of the Lorentz system (1) will be
sought in general numerically, using the standard scheme [19]). The analysis of system
(1) will be performed by changing the parameter in the range {0; pe} for fixed values of
δ, h, and some initial values of I, F, p. Numerical simulation was performed using the
computer mathematical calculations system MathCad.

Let at a certain point of time t0 the state of the transport system be described by some
values of dynamic variables I0,F0, p0 and parameters δ, h, pe. If pe does not change
significantly (in our case from 0 to 1), then the transport system is in a dynamically
stable state and all current external negative fluctuations in this system (e.g. increased
congestion on sections of urban road networks, deterioration of environmental charac-
teristics due to improper vehicle operation, etc.) are neutralized by the application of
appropriate organizational and technical measures.

With a sharp increase in pe (pe >> 1), associated, for example, with a dramatic
increase in motorization, significant environmental degradation, etc., as shown by the
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results of the simulation study (Fig. 2), an unstable state (bifurcation) of the transport
system emerges at p. O, whose evolution from the bifurcation point (p. O) can lead over
time to one of two alternative steady states (p. P1 and p. P2).

This means that, given the above system characteristics (1), if the development (evo-
lution) of the transport system results from the effective implementation and operation
of innovative technologies in the ITS in synchronized, coordinated interaction with the
relevant institutions, then the transport system will move to a highly efficient and sus-
tainable state of operation (Fig. 3: p. P1, δ = 5, h = 2, pe = 10, I0 = 0.01, F0 = 0.01,
p0 = 0.01). In the opposite case, the transport system, having passed through a series of
intermediate non-equilibrium, unstable states, enters a low-efficient state of operation
(Fig. 3: p. P2, δ = 5, h = 2, pe = 10, I0 = −0.01, F0 = −0.01, p0 = 0.01).

The analysis also shows that the functioning of the transport system, as an open non-
linear dynamic system, becomes unstable at the bifurcation point (p. O) and sensitive
to arbitrarily small differences in the initial values of the indicators that characterize
its current state. This means that almost all trajectories of transport system evolution,
however close at the beginning, are exponentially divergent, which may eventually lead
to the realization of fundamentally different (alternative) system trajectories (Fig. 2).
This result demonstrates the need for continuous, proactive improvement of the ITS in
the effective operation of the various institutions involved in the implementation and
operation of the ITS. To ensure the sustainable development of the urban transport
system, as one of the main factors of sustainable urban development, it is necessary to
timely improve and implement modern ICT in the ITS based on the results of continuous
monitoring of the transport system, as well as conducting, within adequate models,
procedures for forecasting its possible states under various influences of the external
environment.

To confirm this conclusion, simulation studies of the evolution of the transport system
under different magnitudes of the environmental influences described by the indicator
pe (Fig. 4) were carried out. Here, the transport system is characterized by the following
values at a given point in time t0: δ = 5, h = 2, I0 = 0.08, F0 = 0.01, p0 = 0.01.
Note that, in this case, the level of efficiency of modern innovative technologies in ITS
I0 = 0.08 is significantly higher than in the previous case (I0 = 0.01, Fig. 3). At the
value of the effective influence parameter of the external environment pe = 10 we have
a stable (focus) high-efficiency state of the transport system (Fig. 4a), as in the previous
case (Fig. 3, p. P1). When the negative influence of the non-linear external environment
is increased to pe = 12, the high-efficiency state becomes less stable with a certain
probability of transition to the low-efficient state (Fig. 4b).

However, when the negative influence of the nonlinear environment reaches a thresh-
old value (for δ = 5, h = 2, the calculations according to [1–20] give (pe)thr = 35), the
functioning of the transport system corresponds to a state of deterministic chaos (strange
attractor [20], see Fig. 4c). Here, its functioning takes place under crisis conditions and
becomes unpredictable under any system parameters (1). This means that in such a situ-
ation, even with the maximum mobilization of all resources and capabilities, achieving
a highly effective steady-state in the development of the transport system is at least
problematic. The optimal solution here seems to be a radical structural and functional
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Fig. 3. The phase portrait of the transition of the transport system into a high-efficiency profitable
steady-state (p. P1, initial conditions: I0 = 0.01, F0 = 0.01, p0 = 0.01) and a low-efficient steady-
state (p. P2, initial conditions: I0 = –0.01, F0 = –0.01, p0 = 0.01) for δ = 5, h = 2, pe = 10.
The projection of the phase portrait onto the plane {I, p}is shown for clarity.

Fig. 4. Projection of the phase portrait of the evolution of the transport system onto the plane {I,
p} within model (1) for δ = 5, h = 2, I0 = 0.08, F0 = 0.01, p0 = 0.01 and different values of the
effective parameter pe: (a) pe = 10; (b) pe = 12; (c) (pe)thr = 35.

reorganization of the functioning of the transport system, which is associated with a high
level of technical and economic costs.

Thus, based on the non-linear-dynamic (synergetic) nature of transport system func-
tioning, its sustainable development should be carried out through continuous purposeful
(management) and spontaneous (self-organization) structural and functional transfor-
mation, which adequately corresponded to the current state of external environment
influence. In addition, a high degree of coordination, synchronized and coordinated
interaction between the processes of development, implementation, and use of ITS on
the one hand, and the processes of organizational and productive involvement of the
relevant institutions and economic entities involved in the provision and use of transport
services, on the other hand, is essential for the effective, sustainable development of



Effective Functioning of Intelligent Transport Systems 737

the transport system. Let us consider this with the help of an example. δ = 5, h = 2,
pe = 10, I0 = 0.01, F0 = 0.01, p0 = 0.01.

Let at a certain point of time t0 the state of the transport system be described by
the following values of the dynamic variables: I0 = 0.08; F0 = 0.01p0 = 0.01 which
coincide with those considered in the previous case (Fig. 4). However, the dynamic
parameters acquire the following values h = 5, δ = 2, pe = 12 (Fig. 5a).

Analysis (1) shows that the responsiveness of the institutions responsible for ensur-
ing the effective implementation and use of ITS to negative changes in the external
environment δ = τF/τI = 2 is lower than in the previous case, where δ = τF/τI = 5.
This leads to the evolution of the transport system to a low-efficient steady state under
the influence of the non-linear external environment (Fig. 5a) in contrast to the previous
case (Fig. 4b).

The situation does not change even with a significant increase δ: the operation of the
transport system is still characterized by low efficiency after a phase transition under the
influence of the external environment (Fig. 5b for δ = 5). Only for δ = 10, with other
values of dynamic variables and parameters being equal, the transport system enters a
highly efficient steady state of functioning (Fig. 5c) in a non-linearly changing external
environment. The sustainable highly effective functioning of ITS in URN, as one of the
main factors of sustainable development of the city, is realized, can be ensured if certain
ratios between the rates of response to external negative factors of the processes char-
acterizing the level of introduction and application of modern innovative technologies
in ITS (I), and the processes characterizing the level of activity of various institutions
and organizations to ensure effective introduction and functioning of these ITS (F) are
observed.

Fig. 5. Projection of the phase portrait of the evolution of the transport system on the plane {I, p}
within the model (1) for pe = 12, h = 5, I0 = 0.08, F0 = 0.01, p0 = 0.01 and different values of
the parameter δ: (a) δ = 2; (b) δ = 5; (c) δ = 10.

4 Conclusions

This paper develops theoretical concepts of sustainable functioning and development
of the transport system within the framework of the Lorenz synergistic model, which
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considers the interaction between three dynamic variables: the level of application of
modern innovative technologies in ITS, the level of efficiency of various institutions
ensuring the implementation and operation of ITS, and the controlling factor, which
determines the influence of the environment on the current state of functioning of the
transport system. The results obtained are general and, given the fractal nature (self-
similarity) of synergistic systems, should apply to transport systems of any dimension:
at all timeframes – from real-time to strategic planning; geographical scales – from urban
to global; at all organizational levels – from modal to integrated supply chain. Based
on the results of simulation studies, the conditions and mechanisms for the sustainable
functioning and development of the ITS have been determined.

On the one hand, they include those associated with proactive activities for the
improvement and timely implementation of information and communication technolo-
gies in ITS; continuous monitoring of the state of operation of the transport system;
implementation of a high degree of coordination, synchronized and coordinated inter-
action between the processes of development, implementation and use of ITS. It also
takes into account those processes of organizational and production activities of the
relevant institutions that ensure high efficiency of ITS functioning, taking into account
the objectives of sustainable development of systems of the corresponding dimension.
At the same time, the legislative, financial and public-private cooperation activities of
state institutions are aimed at achieving the environmental, social and economic goals
of sustainable development of the city, region, state and transnational community as a
whole.
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Abstract. The research is dedicated to an investigation of an influence of geomet-
rical parameters of a discrete model of the city transport route network on a quality
of a passenger traffic system operation and to a discovery of the priority criteria
of the developed characteristics while searching for the ways of improvement of
its structural components. Quality characteristics of the city passenger routes net-
work substantially depend on a complexity of their geometrical configuration and
topological structure. Afterwards, a development of a city routes network goes,
as a rule, by the way of complication of a travel routes topological structure and
of interrelation between geometrical characteristics of their separate elements.
Such a trend allows to make a conclusion about the necessity of elaboration of
the effective mathematical methods of modeling of the new ones and of optimiza-
tion of the existing networks, on the base of which there would be situated the
algorithms of the quantity evaluation of a quality of the city transport system oper-
ation on the base of an all-round analysis of geometrical parameters of the route
schemes discrete models. In the present research work there were examined and
analyzed the discrete models of geometrical images, their main characteristics,
there were offered the methods of determining of separate parameters of the geo-
metrical structures concerning the determining of optimal ways of improvement
of the technical and technological characteristics of a city transport network. All
the examined images can be set as principles of analysis of its accessibility and
determining of the possibilities and ways of improvement of the already existing
routes network.

Keywords: Transport route network · Field of fractal type · Discrete cell model ·
Transport accessibility

1 Introduction

While solving the practical problems concerning an analysis and identification of some
objects on the pictures, the actual task is to determine certain fields that correspond to the
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informative characteristics of given structures (schemes, maps, photos of the surfaces,
photos of the materials and some their combinations).

For summarizing of the necessary information about the objects on the pictures and
its application for solving some specific tasks, it is necessary to have a methodology and
the algorithms of calculating of themain characteristics of the objects on the pictures: the
parameters of their form, a geometrical structure, an objects composition, other charac-
teristics. Basing on the analysis of the determined characteristics, there are generalized
some conclusions about the objects types, the examined picture quality concerning the
determining of the ways of improvement of its technical and technological characteris-
tics [1]. Along with that it is clear that the base of analysis is composed by exactly the
geometrical characteristics either of its entire picture, or of its separate fragments.

Second aspect of the problem is that amajority of pictures is, on practice, the totalities
of the complex, “chaotic-cut” objects and they are identified as fractal or quasifractal
images. It’s exactly a fractal dimension (together with other geometrical characteristics)
that can become a base for evaluation and effective improvement of characteristics
initially of a model, but then of real objects respectively [2].

2 Literature Review

There exist a lot of researches dedicated to an analysis and treatment of the pictures
[3–5]. Among them there can be separated the researches in a field of alarm systems,
quality control systems of different goods, the searches of identification of the objects
and text documents, the scientific studies concerning medical diagnostics and other.

In the before-mentioned studies there are solved, as a rule, three classic problems
concerning graphical pictures: a problemof picture synthesis, that is to get it by a descrip-
tion, a problem of analysis, that is to get a description by a picture, a problem of picture
treatment, that is to get a new picture basing on the existing one. Computer technique
and information technologies are actively used while solving all these problems. But
the problems of developing of the algorithms of effective presentation and analysis of
the pictures that contain the objects of evidently fractal type, are still actual. In the
researches [6, 7] an effectiveness of the methods of fractal geometry to determine the
main technological characteristics and to predict the ways of optimisation of the objects
that have fractal structure, is shown. The methods of discrete presentation of fractal
objects, the manners of identification, the algorithms of their dimension calculating, the
use of complex geometrical characteristics to work out the ways of improvement of
examined images are the actual problems both in theoretical and practical aspects.

3 Research Methodology

The geometrical characteristics of the objects form the basis of solving the majority
of practical problems. If these characteristics are calculated and analyzed on the base
of pictures of objects and sets, it is necessary to determine their list, the methods of
calculating and priority in themeasurement order.Mostly, the picture fragmentmeasured
parameters can be the next: an identification of an object type, its topological dimension,
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the linear dimensions, a perimeter, an area, the formparameters (convexity, concentricity,
compactness, roundness), the static moments of closed areas and other characteristics.

Because of the discreteness of a picture of, for example, an examined city transport
network (see Fig. 1a), two variants of calculating its geometrical characteristics are pos-
sible: contour and “skeletal”. At contour method every point of a picture is treated as a
discrete element (can be a pixel) and has a dimension equal to its area correspondingly.
Linear distances between nearby points are equal to a unit of a scale of discrete presen-
tation. While using “skeletal” method of calculating the geometrical characteristics, it
is considered that a point is situated in the centre of sampling element. Thus, a calcu-
lating of vertical and horizontal distances between separate points is made by the linear
dimensions of sampling element, the diagonal ones are determined as a hypotenuse of a
right triangle.

Fig. 1. Discrete pixel model of a city routes network, the scheme of “skeletalization” of the
fragment and its matrix implementation. A – segment length on the base of contour method. B
– segment length on the base of skeletal method.M,K – end points of curvilinear discrete fragment
of a curve.

Both methods are right and on the short steps of sampling give the results that have
slight, that is admissible, error. That is why, while solving practical problems, one can
choose more algorithmically convenient way. But except calculating the geometrical
characteristics, a created discrete model of a picture should predict a maximum infor-
mational content and a possibility of reverse passage to its continuous presentation. That
is exactly a “skeletal” method of calculating of linear dimensions that mostly corre-
sponds to the requirements of our formulated practical problem. On Fig. 1b there are
given the discrete pixel models of geometrical elements of network and there are offered
the schemes of their “skeletization”.

One can notice that the offered discrete cell models of the unidimensional images
have an ambiguous “skeletization” (1 – right, 2 – diagonal, 3 – mixed). Within a solving
of our practical problem, while choosing a form of “skeleton” on an area of discretely
presented image, a diagonal connexion type of nearby points would have a priority.
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Let’s show an effectiveness of such choice while modelling and identifying some
geometrical images. For discrete model of a curve segment the important characteristics
are: a topological (fractal) dimension of an object, a degree of rectilinearity and its
length. A topological dimension is determined by the extreme (end) points of a discrete
model and by calculating a fractal dimension. The model limits are the zero-dimensional
images. A fractal dimension of a segment in a process of scaling approaches to 1, that
is – an object is unidimensional, and an area of an object model is equal to zero.

A degree of rectilinearity of separate segments is determined by a relation of cal-
culated parameter of length of a discrete model of segment by a “skeletal” method to a
distance between the end points of an object. A length of a discrete model of a transport
network segment is determined by a matrix of “skeleton” (see Fig. 1c), built with taking
into consideration the types of coherence of separate discrete elements.

According to a model,NL is the cells with direct neighbours (neighbourhood – line),
NP is the cells with indirect neighbours (neighbourhood – point). While having for one
cell both vertical and horizontal neighbours with a limit – line, two connections are
replaced by the diagonal one (see Fig. 1b).

Amodel length while using a “skeletal” method is calculated according to a formula:

LM = unit(n · NgL + k · NT ), (1)

where NgL is a horizontal distance between the centres of nearby cells of a model; NvL
is a vertical distance between the centres of nearby cells of a model; NT is a diagonal
distance between the centers of nearby cells of a model; unit is the scale parameters of
an elementary discrete cell; n and k is a number of horizontal and vertical elements of
skeleton correspondingly.

A length between the end points of an object is calculated:

Lgo =
√

(unit(Ng − 1))2 + (unit(Nv − 1))2, (2)

where Ng is a number of the model cells of a segment in horizontal direction; Nv is a
number of the model cells of a segment in vertical direction.

For rectilinear segments, situated horizontally, vertically and at an angle 45° – a
degree of rectilinearity of a discrete modelWlin would be always equal to 1. In all other
cases Wlin ≈ 1.01 ÷ 1.05.

For curvilinear discrete model (see Fig. 1b) the basic geometrical characteristics
would be: a topological (fractal) dimension of an object, a degree of curvilinearity, a
model perimeter, the parameters of a form of closed curves and other characteristics.

A topological dimension is determined by the end points (for open curves) of a
discrete model and by a calculating of fractal dimension of an element. The limits of a
discrete model fragment are the zero-dimensional images (points M and K). A fractal
dimension of an object, in a process of scaling, approaches to 1, that is – an object is
unidimensional.

A matrix model of a transport network segment is shown at Fig. 1c. A length of a
curvilinear section M-K is determined according to an Eq. (1).

A degree of curvilinearity of a sectionM-K is determined by a relation of a calculated
parameter of a model section length LM-K to a distance between the end points of an
object M and K.
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IfLgo =0– curve line is closed. Then, instead of a length of curve section according to
a “skeletal” method, there is calculated a perimeter of a closed curve model, for example
PM-M . In general view a perimeter is presented as a function PM−M = f (NgL,NvL,NT ).
As Lgo = 0 – there is no sense to calculate a degree of curvilinearity for closed curve.

The parameters of a closed curve model form (convexity, concentricity, compactness
and roundness) would have more geometrical informational content in such a case. To
determine the listed geometrical characteristics of a binary picture of a closed curve
model, it is necessary, first of all, to build on its end points a limitary rectangular shell
(see Fig. 2), and secondary to determine a cell that would present a weight centre (icg,
jcg) of a closed field of a curve discrete model.

Fig. 2. Scheme of calculating the geometrical parameters of a city transport network fragment in
binary reference.

The discrete coordinates of a field weight centre are calculated by the formulas:

icg =

∑
(i,j)∈(R−Q)

i

∑
(i,j)∈R

unit · n − ∑
(i,j)∈Q

unit · k , jcg =

∑
(i,j)∈(R−Q)

j

∑
(i,j)∈R

unit · n − ∑
(i,j)∈Q

unit · k , (3)

where a dominator of the expressions (3) is an area of inner field of a given model. If a
value of desired discrete quantities icg, or jcg is non-integral, one should use the rules of
mathematic rounding to integral values.

An area is determined as an amount of all elementary cells of a model of closed field
R, except for the limiting cells – set Q. If a scaled cell coefficient is taken for unit, one
would have a formula:

Sin =
∑

(i,j)∈R
unit · n −

∑
(i,j)∈Q

unit · k. (4)
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Afterwards, a degree of convexity C1 of a discrete pixel model of a closed curve
would be determined by a proximity of its full area R to an area of limiting rectangular
shell – Hi(max) × Hj(max)

C1 =

∑
(i,j)∈R

unit · n

(i(max) × j(max))unit
. (5)

The closer the given index is to 1, the bigger is a degree of convexity of a discrete
model. As a second form parameter would be considered a degree of concentricity C2 of
a discrete model of closed curve. It is determined by a relation of the radiuses, inscribed
Rmin and circumscribed Rmax from a weight centre, of the circles (see Fig. 2).

C2 = Rmin

Rmax
=

min
√

(ik − icg)2 + (jk − jcg)2

max
√

(ik − icg)2 + (jk − jcg)2
. (6)

An important geometrical parameter is a degree of compactness C3. A circle has the
biggest compactness. That is why a proximity of the areas of a closed curve discrete
model and a circle with the same perimeter would be determined by C3. Respectively, a
perimeter and an area of a figure are equal Pf = f (NgL,NvL,NT ), Sf = ∑

(i,j)∈R unit ·n.
An area of a circle with a perimeter Pf is calculated:

Sk = P2
f

4π
. (7)

A degree of a model compactness, taking into consideration (7), looks like:

C3 =
4π

∑
(i,j)∈R

unit · n

P2
f

. (8)

A degree of roundness of a closed curve discrete model is a very interesting index
from a geometrical point of view. It can be calculated by two ways that gives almost
equal results in a majority of cases. A parameter is rather sensible to a cut, oscillating
behavior of a limit of discrete curvemodel and can immediately, without using the fractal
algorithms, classify the objects of fractal or non-fractal type.

The first way is based on a calculating of relation of a perimeter square of given field
to its area:

C4 = P2
f

Sf
. (9)

The second way consists in determination of relation of a middle deviation of the
discrete image limiting cells from a field weight centre to a middle square deviation of
the same cells from a weight centre:
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C5 =
1
K

K−1∑
0

∣∣(ik , jk) − (icg, jcg)
∣∣

√
1
K

K−1∑
0

((ik , jk) − (icg, jcg))2

. (10)

The bigger value have the parameters of roundness C4 or C5 of a curve discrete
model, the bigger is the possibility to predict a fractal behavior of an examined field.

A limiting rectangular (see Fig. 2), that restrains the maximum and minimum values
i and j of the black cells of a discrete model, determines, together with a weight centre,
the basic axes of a closed geometrical image that also influence the form characteristics
and play an important role while determining a model orientation in space.

The next elements of the images models identification are the closed fields of non-
fractal and fractal types. If a discrete cell model of a picture or of picture fragment has
at least one black cell that has 8 black neighbors by 8-coherence, one can consider that a
given model presents a two-dimensional non-fractal image, or a field with a dimension
from 1 to 2 of fractal type.

The limits of such object are a unidimensional set of cells of fractal or non-fractal
type with at minimum two black neighbors by 8-coherence. These limiting cells are in
the base of developing a “skeleton” of a field limit.

For a discrete model of two-dimensional image the basic geometrical characteristics
are: a topological (fractal) dimension of an object, a perimeter value, an area of object
model, a convexity, a concentricity, a compactness, a roundness, the static moments,
Euler characteristic etc.

A topological dimension is determined inductively by a dimension of the limits of a
discrete model and by a calculating of its fractal dimension. As it was before-mentioned,
a limit of a discrete model (for non-fractal images) is a unidimensional set of cells with
a determined “skeleton”, respectively, a topological dimension of an object is equal to
2. A fractal dimension of a discrete model, while scaling, for a cell calculating method,
also approaches to 2.

A perimeter of a closed field discrete model. This value is considered as a contour
characteristic of two-dimensional images, that is why a “skeletal” calculating method is
applied to it. A perimeter is determined taking into account all the cell types of an image
limit NvL , NgL , NT .

A distance between the vertical and horizontal neighbors is equal to unit, a distance
between the diagonal ones – to unit · √

2. While having for one cell of a “skeleton”
simultaneously both vertical and horizontal neighbors with a number of pairs – s, two
connections NvL and NgL are replaced by one diagonal NT .

Afterwards, a perimeter of a limiting line of a cell model of two-dimensional image
is calculated by a length of a “skeleton”:

PM = ((n − s) · NgL + (m − s) · NvL + (k + s) · NT ) · unit, (11)

where n is a total number of horizontal linear connections NgL between the cells of a
model limit; m is a total number of vertical linear connections NvL between the cells of
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a model limit; k is a total number of diagonal point connections NT between the cells of
a model limit.

The static moments have a wide application at a process of analysis and geometrical
identification of the pictures of closed fields. While having a matrix picture model, it is
easy to determine the main of them.

Thus, a zero moment μ00 = Sf is calculated as an amount of elementary cells of
inner field of an object model and completely corresponds to its area. The moments of
first order that are normalized to this area,μ01 = icg ,μ10 = jcg as it is before-mentioned,
are equal to the coordinates of a field weight centre.

The central moments of first order that are normalized to a field area, can give an
information about a form roundness of a field limiting contour, and central moments of
second order show how symmetrical the field is correspondingly to the horizontal and
vertical axes:

μ11 =

∑
(i,j)∈R−Q

(i − icg)(j − jcg)

Sf
, μ02 =

∑
(i,j)∈R−Q

(i − icg)2

Sf
, μ20 =

∑
(i,j)∈R−Q

(j − jcg)2

Sf
. (12)

Two-dimensional fields and their discrete cell structures can have even more com-
plicated structure by its topology (combined sets, enclosure, “nicks” etc.). A complexity
of such structures can be evaluated by Euler number that characterises an inclusion of
the fields in each other, a number of openings or “nicks” inside a given combined object.

4 Results

The before examined and analyzed discrete models of geometrical images, their main
characteristics, the offered methods of determination of separate parameters of geomet-
rical structures are closely linked with a concrete practical problem – a determination
of optimal ways of improvement of technical and technological characteristics of a city
transport network [8–10].

According to a discrete model of a city transport network (see Fig. 1a), there are
separated the next geometrical elements that compose a picture base: the models of
right and unclosed curve lines, the models of closed curves, the discrete models of the
fields of non-fractal and fractal types, the binary models of combined structures. All the
examined images are important for identification of the network elements and can be
set as principals of analysis of its accessibility and for determination of the possibilities
and ways of improvement of the existing routes net. Thus, for example, the diametral,
radial and tangential routes of passenger transport are described by the discrete models
of the unclosed curve lines, the shortest distances between the transport junctions are
the straight line models, the circle routes are presented as the closed images of fractal
and non-fractal types. The pictures of separate transport city districts are modeled as
the closed curvilinear fields, and a superposition of route schemes in separate transport
junctions are described by the discrete models of combined structures [11, 12].

An offered identification method of the picture elements can become a base for an
analysis of an existing state of the city route network, but the only identification is not
enough to elaborate the offers concerning the routes improvement. That is why for every
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element of route network there are determined the basic geometrical characteristics, there
are given the criteria of priority of their influence on a routes network quality, there are
elaborated the algorithmsof calculation of the basic parameters for a discretemodel of the
routes schemes. Inside a set of geometrical characteristics as both awhole network and its
separate components, there are distinguished: a topological (fractal) dimension, the linear
dimensions, a perimeter, an area, the parameters of a discrete image form (a convexity,
a concentricity, a compactness, a roundness), the static moments of the closed fields and
other that indirectly influence the technical and technological characteristics of a route
network. For example: the linear dimensions, an image perimeter are a measure of routes
extension, of distances between the stop points, of distances between the basic transport
junctions; an area of closed fields is a basic value to determine and to correct the form
parameters, that, in their way, are the determinant for a maximum transport accessibility
of separate points and territories on a city map; the static moments together with an
index of fractal dimension, characterize a compactness of a route schemes network on
a determined territory; the Euler numbers give an information about a “critical layout”,
that is an inaccessibility of some city zones for transport service [13–15].

As a result of conducted researches, there was offered a hypothesis that a city is
considered optimal by a transport accessibility if an amount of the chains lengths that
connect all the cells of a discrete cell model of a city, is minimal (see Fig. 3). Such an
optimal networkmodel has a fractal structure, and its separate components are considered
transport accessible, if: for each of them there exist a possibility to get in any other cell
of a discrete city map model; the total extension of the routes, and correspondingly a
time of their passage, are minimal; a number of changes to reach a desirable purpose is
minimal; a maximum number of routes goes through a determined point.

Fig. 3. Hypothesis of a transport accessibility model.
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Let’s showaneffectiveness of anofferedmethodology at an exampleof determination
of the indices of transport accessibility in Lutsk city as a whole and the possible ways
of its improvement. For this purpose let’s impose on a city map an existing transport
network of the buses and trolleybuses routes and let’s make its binarization. Let’s make
a sampling of a received map taking into account the conditions of distance of any point
not more than 500 m to a route network, and let’s determine a number of cells that cover
it (in this case there are 354 of them, Fig. 4a).

Fig. 4. Graphical presentation of an optimization methodology of the city routes network accord-
ing to its accessibility: (a) algorithm of determination of fractal dimension of a city routes network;
(b) correction of the city routes schemes basing on the analysis of fractal dimension.

Next, let’s determine the zones on a discrete map model that are completely inacces-
sible for transport service while satisfying the standardized requirements. Such “dead”
zones are coloured grey (see Fig. 4b), a total number of the cells that describe them, is
equal to 267. With the help of special algorithms one can calculate a fractal dimension
of a city map discrete model provided that an indice of transport accessibility is equal
to 0. A fractal dimension of such a model is equal to 1.84.

Let’s calculate a fractal dimension in a condition of an existing route network of
Lutsk city. It is equal to 1.69.

A conducted fractal analysis clearly shows a tendency to improvement of a transport
accessibility in a city – it’s a decrease of a fractal dimension of presented model. A
practical application of given idea and calculations comes to a correction of the city
route schemes to liquidate the green zones of an offered model, with a purpose to greatly
decrease its fractal dimension, that is – an improvement of the indices of a city transport
network accessibility in general (see Fig. 4b). A model with a dimension close to 1
would be characterized by an ideal transport accessibility.

Besides, according to the before-mentioned algorithms, it is possible to determine
the quality indices of transport sufficiency for given model: a total extension of a route
into the necessary point, an approximate time of travel by a route, a possible number of
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changes to reach a purpose, a number of possible variants of the vehicles choice on a
route to get to a point of destination and other.

Though, while critically evaluating the results of made researches, it is necessary
to mention that the offered fractal methodology of searching the ways of improvement
of a city transport accessibility is only one of the possible approaches of determination
of the optimal ways of improvement of technical and technological characteristics of
a transport network, but not a final solution of a problem of optimization of transport
accessibility.

5 Conclusion

In the present research work there was examined an influence of geometrical parameters
of a discrete model of the city transport route network on a quality of a passenger traffic
system operation and there were circumscribed the criteria of priority of taking into
consideration the geometrical characteristics while searching the ways of improvement
of the transport network structure components. There were elaborated the methods of
pictures identification and there were distinguished separate geometrical elements of
a discrete model of the city transport network that significally influence a quality of a
passenger traffic.

There were elaborated the algorithms and the methods of calculating the geometrical
characteristics of picture identification for determination and further effective correction
of technical and technological characteristics of the city transport structure.
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Abstract. Methods for improving the arrangement of commuter railway trans-
portation are based on a systematic analysis of the structure of passenger flows
and the uneven distribution of them in time and space, which is the basis for estab-
lishing the patterns of formation of passenger flows and the necessary resources
for their transport service. The arrangement of commuter passenger transportation
can be improved by regulating the intervals of trains and the passenger capacity
of their train sets, which together will ensure their optimal population, minimal
unproductive costs for commuter train traction, and more comfortable conditions
for passengers. In order to rationally use passenger rolling stock and to improve
the convenience and comfort of passengers, it is necessary to constantly con-
duct research on the capacity of train carriages in commuter trains, depending
on seasonality, the level of service, the quality of services provided, as well as
the departure interval and the distance of passenger transportation. At the same
time, “natural” methods of such studies (which are rather laborious and expen-
sive ones) should be supplemented by their theoretical generalization. The nature
of the uneven distribution of passenger flows by periods of the day, directions
of transportation has been analyzed and the patterns of fluctuations in passenger
flows have been clarified. On this basis, a mathematical model for the formation
of commuter train passenger flows has been developed. With its use, the neces-
sary technological parameters for the arrangement of transportation and rolling
stock have been established, which was used as a systemic factor in improving
the system for organizing commuter passenger transportation based on the Kyiv
transport hub.

Keywords: Passenger traffic · Population of suburban trains · Train intervals ·
Railway transport · Integrated curves · Commuter railway transportation ·
Transport Hub

1 Introduction

The extensive network of Ukrainian railways and its high carrying capacity [1–3], regu-
larity and versatility of transportation [4–6], regardless of the time of year and climatic
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conditions in the face of fierce competition, determine the important role of rail passen-
ger commuter transportation in the transport service of the capital of Ukraine, the city
of Kyiv, and other large cities [7]. Performing an important social function, often at the
expense of its own resources and without proper state support, Ukrainian rail transport
meets the needs of the train capacity in passenger transportation. However, the efficiency
and safety of the functioning of the system for arranging commuter railway passenger
transportation is determined by the resources available in it, the sufficiency and com-
pliance of which with the functions performed by the systems should be considered in
the interaction of various aspects [8–10]. Rapid wear of the rolling stock and very slow
rates of its renewal are observed [11–13].

Modern conditions for the implementation of commuter passenger transportation in
the system of operational and commercial activities of railways have led to an increase
in their cost and unprofitability. It so happened historically that in the post-Soviet space,
passenger transportation has always been unprofitable on almost all routes, including
commuter ones [14, 15]. According to statistics, the damage to Ukrzaliznytsia (here-
inafter referred to as the “UZ”) frompassenger transportation in commuter traffic exceeds
UAH 5 billion per year on average [4]. At the same time, own coverage of losses at the
expense of income from commuter transportation is currently no more than 20%. The
remainder of the losses – 80% – is covered by Ukrzaliznytsia through cross-financing
from the profits of freight transportation, which leads to a slowdown in the development
of the industry due to the loss of funds and resources.

The arrangement of commuter passenger transportation by rail should, on the one
hand, most fully meet the needs of passengers and, on the other hand, ensure the best
use of transportation facilities. The safety of train traffic and the safety of passengers in
railway transport in Ukraine [4, 13, 16], as in Italy [17], India [18], China [19], Ghana
[20], Poland [21], Germany [22], and other countries, remains the highest priority [23].

The aim of the paper is to improve the system for arranging commuter passenger
transportation on the example of the Kyiv transport hub by mathematical modeling of
the formation of passenger flows of commuter trains.

2 Literature Review

In foreign countries, as well as in Ukraine, there is fierce competition between differ-
ent modes of passenger transport [24–26]. In modern conditions in all countries of the
world, a characteristic feature of the commuter rail transport operation is its active par-
ticipation in interurban transportation [27–29]. Therefore, in recent years, the existing
urban railways in many large cities of the world have been intensively developed, mod-
ernized, and supplied with new comfortable rolling stock [30]. In large metropolitan
areas, separate routes have been allocated for commuter traffic, which allow increasing
the capacity of passenger traffic [31]. Most of the world’s railways are experiencing an
increase in the passenger transportation volume in commuter traffic, although the share
of passenger transport in the development of these transportations is not the same for
different countries [32].

The main goal in the arrangement systems of passenger transportation in most coun-
tries of Europe is the desire to implement flexible adaptive technologies aimed at maxi-
mizing the satisfaction of the population’s needs for transportation at minimal costs for
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organizing the transportation process [18, 21, 27]. Their traffic management technolo-
gies are based on the principle of adaptation to fluctuations in the level of demand for
transportation, which is reflected in flexible measures of operational regulation of the
transportation process, aimed mainly at regulating passenger train compositions. One
of the latest achievements is the passenger traffic implementation on a modular basis,
which provides for the constructive and technological possibility of quickly changing
train sets at the corresponding stations, if necessary, in order to adapt. This principle
of arranging passenger traffic has become widespread in such countries as Germany,
France, the Netherlands, etc.

The experience of other countries is useful in that it confirms the need to pay attention
to both core activities and additional services on the railway network. In the field of
arranging transportation, the efforts of foreign countries are aimed at solving the issues of
improving the train schedule, applying the clock schedule, providing technical equipment
for commuter sections, and determining the parameters of a promising rolling stock.

As a whole, the quality of transport services in the system of railway passenger trans-
portation can be assessed by such indicators as an annual volume of traffic, a passenger
turnover, an average travel distance, and a number of trips per person.

3 Research Methodology

The nature of the uneven distribution of passenger flows by periods of the day, directions
of transportation has been analyzed and the patterns of fluctuations in passenger flows
have been clarified. On this basis, a mathematical model for the formation of commuter
train passenger flows has been developed. With its use, the necessary technological
parameters for the arrangement of transportation and rolling stock have been established,
which was used as a systemic factor in improving the system for organizing com-muter
passenger transportation based on the Kyiv transport hub.

4 Results and Discussion

In order to rationally use passenger rolling stock and to improve the convenience and
comfort of passengers, it is necessary to constantly conduct research on the capacity
of train carriages in commuter trains, depending on seasonality, the level of service,
the quality of services provided, as well as the departure interval and the distance of
passenger transportation. At the same time, “natural” methods of such studies (which
are rather laborious and expensive ones) should be supplemented by their theoretical
generalization.

Since passenger flow is a determining factor in the choice of rolling stock, train inter-
vals, and other parameters, it is necessary to analyze the capacity of commuter trains
and to develop theoretical provisions for determining the number of train carriages in
commuter trains. Therefore, the development of theoretical provisions for determin-
ing the required number of cars in suburban trains, taking into account the mentioned
unevenness is an urgent need.

The uneven departure of passengers in the morning, afternoon, and evening hours is
determined by the requirements for the frequency of commuter trains, the required fleet
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of rolling stock, the number of train carriages in the train, and the general arrangement
of commuter traffic in large railway junctions. Having reliable statistical data on each
commuter train capacity during the day, it is possible to accurately and reasonably
determine the set of commuter trains, in accordance with the actual passenger flow. To
do this, on the basis of statistical data on each commuter train capacity for the days of
the week of each season of the year, it is possible to determine (to select) the theoretical
distribution law in the following order.

First, assume that the commuter train capacity is a variable random variable. As a
confirmation of this, Table 1 shows the capacity values of one of the commuter trains on
the Fastiv – Kyiv route, which runs daily.

Table 1. Calculation of the average commuter train capacity and dispersion of the investigated
value.

The value of
the intervals
in the
category
(passengers
in the train)

The
average
value of
the interval
in the
category,
Xi

Number
of values
in
interval,
mi

hi =
mi∑
m

Xi · hi Xi − Xm (Xi − Xm)2 (Xi −
Xm)2 · hi

302–394 348 4 0.007 2.53 −602.14 362576.96 2636.92

395–503 449 6 0.011 4.90 −501.14 251144.94 2739.76

504–596 550 14 0.025 14.01 −400.14 160114.93 4075.65

597–705 651 35 0.064 41.46 −299.14 89486.92 5694.62

706–798 752 52 0.095 71.14 −198.14 39260.90 3711.94

799–907 853 92 0.167 142.76 −97.14 9436.89 1578.53

908–1000 954 145 0.264 251.63 3.86 14.87 3.92

1001–1109 1055 95 0.173 182.31 104.86 10994.86 1899.11

1110–1202 1156 60 0.109 126.16 205.86 42376.84 4622.93

1203–1311 1257 29 0.053 66.30 306.86 94160.83 4964.84

1312–1404 1358 11 0.020 27.17 407.86 166346.81 3326.94

1405–1513 1459 2 0.004 5.31 508.86 258934.80 941.58

1514–1606 1560 2 0.004 5.67 609.86 371924.78 1352.45

1607–1715 1661 2 0.004 6.04 710.86 505316.77 1837.52

1716–1808 1762 1 0.002 3.20 811.86 659110.76 1198.38

Total –
∑

m =
550

1.000 Xm =
950.59

– – D[X ] =
40585.11
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These data have been determined by field observations by traveling in an electric
train and data from the reports of inspectors-auditors for the spring and summer periods
of 2021 have been also used.

The sum of the third column gives the total number of observations
∑

m = 550;
the sum of the fourth column, which shows the frequency of values of a train capacity
in certain intervals, is always equal to one,

∑
hi = 1; the sum of the fifth column

determines the average value of train capacity Xm = 950.59; the sum of the eighth one
is the studied value dispersion D[X ] = 40585.11. The K parameter, characterizing the
train capacity fluctuations shall be determined by the formula [33]:

K = X 2
m

D[X ] , (1)

where Xm is the average value of commuter train capacity; D[X ] is the studied value
dispersion.

In order to give the proper form to the distribution, it is necessary to construct a
polygon, plotting the average value of the interval in the discharge along the abscissa
axis, and the number of values in the interval, shown in Fig. 1, – along the ordinate
axis. The distribution law shall be determined from the shape of the polygon and the K
parameter value [33].
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Fig. 1. Comparison of actual and normal distribution of commuter train capacity.

If the value of the parameter is K ≥ 10, then we can assume that the commuter
train capacity is distributed, according to the normal law, if K ≈ 6, the distribution is
close to normal, and if 2 ≤ K ≺ 6, we have the Erlang distribution. Depending on the
K parameter, we can assume that the commuter train capacity will have either a normal
distribution, or a truncated normal distribution, or an Erlang distribution [33]. Given that
the K parameter is greater than 10, we can conclude that the commuter train capacity in
the Fastiv direction has a truncated normal distribution.
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In many commuter trains, the capacity will have the same distribution laws. There-
fore, the processing of statistical data and forecasting can be carried out both for each
commuter train and for groups of trains.

After processing the statistical data, identifying the distribution law of commuter
train capacity, it is necessary to calculate the value of the distribution functions and to
plot a family of integral curves of train capacity for groups of trains with the same laws,
but with different average values of train capacity.

For the truncated normal distribution of commuter train capacity, the distribution
function shall be determined by the formula [33]:

F(Xi) = F(u) − F(ξ)

1 − F(ξ)
, (2)

For a normal distribution, the distribution function shall be determined by the formula:

F(Xi) = F(u), (3)

where Xi is the stochastic random variable, passengers; F(u) is distribution function
corresponding to the normal law; F(ξ) is function of the normalized truncation point;

u = Xi−Xm
σ

, ξ = −Xm
σ

;
σ is the standard deviation of the number of passengers on the train.
The σ value shall be determined by the formula [27]:

σ = √
D[X ], (4)

In this case, σ = √
40585.11 = 201.46 passengers per train.

The values of the ordinary and truncated ordinary distribution functions shall be
determined from mathematical and statistical tables [33].

The variation coefficient, showing how much greater the dispersion of random
variables compared to the average value, shall be determined by the formula:

V = σ

Xm
. (5)

Commuter passenger trains can run short, medium, and long distances. In order to
improve the capacity of electric commuter trains, it is necessary to provide for their
possible limit train capacity with different options for laying lines on the train schedule
and the characteristics of these trains.

The maximum allowable capacity of commuter trains with a different number of
train carriages in the commuter train and taking into account the standing passengers
can be determined as follows:

Na = Oa ·
∑

M (6)

where Oa is the allowable commuter train overcapacity coefficient (1.1–1.3);
∑

M is
the total number of seats on the train.

Themaximumallowable capacity of commuter trainswith a different number of train
carriages in the set of commuter trains, taking into account the standing passengers,
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determines the comfort of the trip of commuter passengers. It is believed that in the
commuter transportation, standees can be used when traveling to the nearest stops.
However, passengers traveling for a distance of 20–30km or more should be provided
with seats. This value has been obtained on the basis that in the rolling stock, it is allowed
to stand (meaning in the aisles of a train carriage and vestibules) two or three people per
1 m2 of free space.

In Fig. 2 shown a family of train capacity integral curves for groups of trains with
the same distribution laws (truncated normal one), but different average values of train
capacity Xm. The abscissa shows the number of passengers in the commuter train and
the ordinate shows the value of the differential probability density distribution function
of the commuter train capacity.
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Fig. 2. Family of integral curves of truncated normal distribution of commuter train capacity.

From the analysis of the data obtained from the integral function of the accumulation
of passengers on the platform for different trains, a generalized approximation formula
has been obtained:

F(Fi)
1

1 + e
−

(
Xi−Xm
140

) . (7)

Based on Eq. (7), a family of approximating integral curves has been built (see
Fig. 3). As follows from the formula (7), the average number of passengers in a train
corresponds to the value of 0.5 of the integral function (F(Xm) = 0.5). On Fig. 3 this
corresponds to the points of intersection of the horizontal line at the level of 0.5 with the
integral curves.

How to use theoretical results in practice? In order to make decisions about the
number of train carriages in electric train sets, it is possible to quickly take data on the
average capacity of each train within one to two weeks. The allowable commuter train
overcapacity coefficient can be taken from 1.1 to 1.3. Having determined the maximum
allowable train capacity for a certain number of train carriages, according to the schedule
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(see Fig. 3), it is necessary to checkwhether this number of train carriages will be enough
to transport such a number of passengers, that is, the probability P(Xi ≤ Nd ) that the
number of passengers in the train will not exceed the maximum allowable commuter
train capacity P(Xi ≤ Nd ) = F(Xi). The number of train carriages will be sufficient
while F(Xi) ≈ 0.9 (if this level of probability shall be considered sufficient for practical
purposes).
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Fig. 3. A family of approximated integral curves of the truncated normal distribution of the
commuter train capacity.

From Eq. (7), we can obtain the inverse dependence of the number of passengers,
taking into account the value of the integral function:

Xi = Xm − 140 ln

(
1

F(Xi)
− 1

)

. (8)

For F(Xi) = 0.9 we get:

Xmax = Xm + 307 (9)

Figure 4 shows the dependence ofXm on the time of departure of trains.With the help
of the theoretical data obtained, a method for determining the number of train carriages
in the train set, depending on the time of departure, has been developed. Let us give an
example of the calculation by this method.

Let us take the train starting at 6:08. According to the approximation formula, we
shall obtain the average number of passengers in the train Xm = 1,410 passengers.
According to Eq. (9), the maximum number of passengers is 1,717 people.

In order to transport such a number of passengers, it is necessary to have 12 train car-
riages in the train set, which is technically impossible. Conclusion: since the maximum
composition of the train is 10 train carriages, it is necessary to change the timetable in
order to avoid overcrowding of the train.

The probability that a commuter train will have more passengers than the maximum
allowable train capacity is:

P(Xi > Nd ) = 1 − F(Xi) (10)
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Fig. 4. Dependence of the average number of passengers from the time of train departure.

Since the main part of the sets of commuter trains in the Kyiv railway hub are the
trains of the ER-9M series, the average number of seats in one train carriage is 100.
Accordingly, if the number of train carriages in a train is 10, the maximum allowable
train capacity should not exceed 1,500 passengers, with eight train carriages – 1200,
with six train carriages – 900, with four – 600 passengers.

The results obtained are in good agreement with the data of similar studies. As the
analysis shows, the systems for arranging commuter and regional passenger transporta-
tion by railroads in different countries have features both different from Ukraine and
common with it and with each other [1, 4, 23]. Recently, the use of integrated transport
systems, the application of new technological and organizational methods for arrang-
ing commuter transportation has become more widespread [19, 22, 30]. Methods of
improving the arrangement of commuter rail transportation are based on a systematic
analysis of the structure of passenger flows and the unevenness of their distribution in
time and space, which is the basis for establishing patterns of formation of passenger
flows and the necessary resources for their transport services [27, 30, 32]. The experi-
ence of arranging passenger traffic in Slovenia [27], Italy [31], China [23], indicates the
prospects for using the commuter transportation technology on the railways of Ukraine
of the modular principle of organizing traffic, which can also be one of the rational ways
for the further development of the industry.

5 Conclusion

The arrangement of commuter passenger transportation can be improved by regulating
the intervals of trains and the passenger capacity of their train sets, which together
will ensure their optimal train capacity, minimal unproductive costs for commuter train
traction, and more comfortable conditions for passengers.

The data from scheduled surveys of commuter train capacity should be used as the
initial statistical information based on which mathematical models of commuter train
capacity are built as a function of their train capacity, inter-train interval, and passenger
capacity of trains, which allows improving the commuter train capacity arrangement.

The nature of the uneven distribution of passenger flows by periods of the day, direc-
tions of transportation has been analyzed and the patterns of fluctuations in passenger
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flows have been clarified, and on this basis, the necessary technological parameters for
arranging transportation and rolling stock have been identified, which was used as a
systemic factor in improving the system of commuter passenger transportation using the
example of the Kyiv transport hub. Since the main part of the sets of commuter trains in
the Kyiv railway hub are the trains of the ER-9M series, the average number of seats in
one train carriage is 100. Accordingly, if the number of train carriages in a train is 10,
the maximum allowable train capacity should not exceed 1,500 passengers, with eight
train carriages – 1200, with six train carriages – 900, with four – 600 passengers.
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Abstract. The article deals with the issues of the public transit crowding esti-
mation. Attention is paid to the fact to estimate the vehicle crowding level, the
indicators of various nature and conditions of application can be used. A compar-
ative analysis revealed that passenger density and area assumed for one standing
passenger indicators were the objective characteristics of the vehicle occupancy
level. Their values do not depend on passenger capacity and interior planning of
the vehicle, but they do not reflect the occupancy of seats. The application of the
load factors makes it possible to estimate the entire range of vehicle occupancy.
However, from the standpoint of the crowding discomfort in public transport,
they must be adjusted based on the passenger density indicator. It was found that
under the same passenger density conditions the load factor value for different
bus sizes may significantly differ due to various ratio of the number of seats to
the total capacity of the vehicles. To describe the interaction between occupancy
indicators, the analytical formulas were proposed to take into account as variables
fraction of the number of seats in the total capacity of the vehicle and normalized
number of passengers standing per square meter accepted for total capacity cal-
culation. The obtained research results can be used to solving the tasks of public
transit operation and revealing the in-vehicle comfort estimation.

Keywords: Load factor · Passenger density · Passenger capacity · Occupancy
level · Vehicle area assumed for one standing passenger

1 Introduction

Public transit should provide a high level of service. Despite the comprehensive nature of
the service indicator, one of its most important factors is crowding level. Overcrowded
conditions are one of the leading causes of trip discomfort feeling. As a result, the
transit vehicles’ occupancy rate should be restricted to some values. In-vehicle crowding
estimation has been done via a series of indicators of various features and conditions of
application.At the same time, it complicates the assessment and analysis of the passenger
trip conditions originating from different occupancy indicators to solve both research
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and practical public transit problems. In view of the above, conducting a comparative
analysis of occupancy indicators, identifying their application conditions, and revealing
dependencies between them are the relevant tasks for mass transportation operation.

2 Literature Review

Presently there is no researchers’ common opinion regarding the unified crowding indi-
cator. Papers [1–3] emphasize that an increase in a passenger vehicle crowding level
affects the passenger trip parameters to be manifested in the following aspects: the dis-
comfort growth – making a trip with an increase in a vehicle crowding becomes less
comfortable for passengers; the fail-to-board probability – provides the conditions when
several passengers are unable to board the first vehicle arrived at the stop and are forced
to wait for the arrival of the next one; the service reliability – with an increase in the
vehicle crowding, the waiting and trip time increases due to a decrease in the operating
regularity, a longer vehicle dwell time at intermediate stops and headway. In turn, the
mass transit occupancy level affects the passengers’ transport behavior, for example, a
path choice [4, 5].

The most comfortable travel conditions are those when the passenger can travel
in a sitting position. Acceptable conditions can be considered when the vehicle is not
overcrowded, and the trip is not too long. Uncomfortable conditions arise when the
vehicle is overcrowded. With an increase in the vehicle crowding level, the passengers’
trip conditions worsen. It also should be taken to those commuters who travel in a sitting
position [6].

When establishing the nature of the discomfort caused by vehicle crowding,
researchers conduct a survey and analyze subjective scores [7–9]. This approach made it
possible to determine the respondents’ attitude to a vehicle crowding rate when traveling
and to rank the factors according to their significance.

A survey of public transport passengers [10] found that the most significant causes
of overcrowding discomfort are over-closeness, physical load while standing, and noise
and smell in a vehicle. It was also revealed that women and high-income passengers are
more sensitive to the trip conditions. The authors [11] made a similar conclusion.

The results [12] indicated that the vehicle crowding level leads to a significant dis-
comfort increase which can be measured through the utility function change. The study
of Santiago (Chile) showed that the utility function of the travel path increases by 29%
if the passenger density increases from 1–2 pass./m2 to 3–4 pass./m2, and by 73% with
an increase in density from 3–4 pass./m2 to 5–6 pass./m2. Paper [13] demonstrated that
vehicle overcrowding may have a greater importance than waiting from the passengers’
viewpoint.

When choosing the vehicles’ service frequency, the vehicle peak-load factor should
be considered in the busiest route section. The peak-load factor choice allows managing
the required number of route-operated vehicles [14, 15].

To assess the passenger vehicle occupancy level, the following indicators are used: the
number of passengers standing per 1 square meter (passenger density) (α); area assumed
for one standing passenger (Fsp); load factor calculated as the “on-board passengers
number-to-vehicle total capacity” ratio (γ ); load factor determined as the “on-board
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passengers number-to-vehicle seating capacity” ratio (LF). Table 1 shows the various
authors’ approaches to the determination of crowding indicators.

Table 1. Review of crowding indicators application.

Authors Problem to be solved α, pass./m2 γ LF Fsp,
m2/pass

Cats & Hartl [1] Modeling public transport on-board
congestion

– – + –

Qu et al. [2] Estimating wait time and passenger
load in a saturated metro network

– + – +

Yap et al. [4] Crowding valuation in urban tram and
bus transportation

+ – + –

Márquez et al. [5] Explanation of in-vehicle crowding in a
choice context between bus rapid
transit and metro

+ – – –

Yan et al. [6] Determination of the optimal solution
to the seating capacity for a 12 m city
bus

+ – – –

Börjesson &
Rubensson [8]

Finding of the relationship between
performance level and satisfaction for
crowding and reliability

– – + –

Wang & Zacharias [9] Measure of the physical and human
factors impacting travel comfort on
mass urban rail transport

+ – – –

Haywood et al. [10] Survey conducting to investigate the
crowding effect on public transport

+ – – –

Basu & Hunt [11] Valuing of attributes influencing the
attractiveness of suburban train service

+ – – –

Batarce et al. [12] Valuation of comfort in public
transportation

+ – – –

Batarce et al. [13] Valuing crowding in public transport – – + –

Lin & Tang [14] Optimization of urban public transport
lines

– + – –

Börjesson & Fung [15] Finding of the optimal prices and
frequencies for buses

– + – –

Shao et al. [16] Influence of in-vehicle crowding on
passenger travel time value evaluation

+ – – –

At the same time, the passenger density is a more objective indicator to embrace the
trip conditions [16]. According to [7], the critical crowding level is of a different value for
various regions. Thus, in countries of the European Union and Australia, the normalized
value is 4 pass./m2; USA – 5 pass./m2; China (bus transportation) – 8 pass./m2.
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3 Comparative Analysis of Occupancy Indicators

The passenger vehicle total capacity can be represented as follows:

qtotal = qseat + qstand = qseat + Ffloor · αn, (1)

where qseat is the number of seats in a vehicle (seating capacity), pass.; qstand is the
number of standing places in a vehicle, pass.; Ffloor is the standing passengers’ floor
space, m2; αn is the normalized number of passengers standing per 1 square meter
accepted for total capacity calculation, pass./m2.

The value of these indicators in a particular route section can be determined by
the following relationships. The number of passengers standing per 1 square meter
(passenger density):

α =

⎧
⎪⎨

⎪⎩

0, if Npass ≤ qseat

Npass−qseat
Ffloor

, if Npass > qseat

(2)

where Npass is the number of the on-board passengers, pass.
The area assumed for one standing passenger (m2/standing passenger):

Fsp = Ffloor

Npass − qseat
= 1

α
,Npass > qseat, pass./m

2. (3)

Load factor calculated as the “on-board passengers number-to-vehicle total capacity”
ratio:

γ = Npass

qtotal
. (4)

Load factor determined as the “on-board passengers number-to-vehicle seating
capacity” ratio:

LF = Npass

qseat
. (5)

Since Ffloor is usually not presented in the vehicles’ specification, the Eq. (2)
considering (1) can be represented in a more convenient form:

α =

⎧
⎪⎨

⎪⎩

0, if Npass ≤ qseat

(Npass−qseat)·αn
qtotal−qseat

, if Npass > qseat

(6)

Occupancy level change for Mercedes Conecto G bus (qseat = 40, qtotal = 150) is
shown in Fig. 1. Calculations were performed at αn = 8 pass./m2.
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Fig. 1. Graph of the occupancy level change for Mercedes Conecto G bus.
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As can be seen in Fig. 1, with the increase in the number of on-board passengers,
which does not exceed the bus seating capacity, the passenger density is 0 pass./m2.
Further growth in the number on-board passengers leads to an α linear increase. In
this case, when the number of on-board passengers reaches the vehicle total capacity,
the passenger density is equal αn. The area assumed for one standing passenger is the
inverse of the passenger density. From the graph, it can be observed that the function is
uncertain, if Npass ∈ [0; qseat]. However, this statement is justified by the assumption
that if there are free seats, all passengers will use them and travel standing only if all seats
are occupied. However, as noted in [7], some passengers are prone to travel standing
despite the availability of seats.

The Fsp maximum value is observed, if one on-board passenger travels standing,
and is equal Ffloor . Further increase in the number of on-board passengers affects on its
decrease in hyperbolic function. Providing that Npass = qtotal , the area assumed for one
standing passenger is equal 1/αn.

The disadvantage of the passenger density and the area assumed for 1 standing
passenger indicators is that they do not characterize the occupancy of seats. However,
these indicators are objective and convenient for crowding valuation.

The γ and LF vehicle occupancy indicators are linear and increasing with in-vehicle
passenger’s volume. The limit value of the γ indicator to encompass the full occupancy
of seats is equal μ (the share of the number of seats in the vehicle total capacity). The
LF indicator characterizes the occupancy rate of seats. Accordingly, full occupancy of
seats for travel is achieved by LF = 1. This condition is met regardless of the vehicle
capacity.

In the case when the number of in-vehicle passengers is equal to the vehicle total
capacity, the γ value is 1.0, and the LF value can be determined as follows:

LF = 1
/

μ, if Npass = qtotal, (7)

where μ = qseat/qtotal is the share of the number of seats in the vehicle total capacity.
According to the considered conditions, the values exceeding γ = 1 and LF = 1

correspond to the passenger density of more than 8 pass./m2. Originating from the
comparative analysis of vehicle occupancy indicators, Table 2 was formed. In Table 2, it
can be observed that vehicle occupancy indicators depend on the αn and μ parameters.

Analysis of urban bus specifications (Table 3) showed that with increasing the bus
size, there is a tendency to reduce the share of the number of seats in the vehicle total
capacity. In Table 3, for the Bogdan A201.10 bus (qtotal = 48) ratio of the number of
seating and standing places in the bus total capacity is equal to 50%. At the same time,
for the Mercedes Conecto G (qtotal = 150, articulated bus) percent of the number of
seating and standing places in the bus total capacity is 26.7 and 73.3%, respectively.
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Table 2. Application features of vehicle occupancy indicators.

Vehicle
occupancy
indicator

Characteristic of
seat occupancy
level

Conditions of full
occupancy of seats

Indicator function
change

Conditions of
full vehicle
occupancy

α, pass./m2 No α > 0 pass./m2 piecewise-linear α ≥ αn

Fsp, m2/pass No Fsp ≤ Fflow hyperbolic Fsp ≥ 1
/

αn

γ Yes γ ≥ μ linear γ ≥ 1

LF Yes LF ≥ 1 linear LF ≥ 1
/

μ

Table 3. Characteristics of urban bus passenger capacity.

Bus model Bus length,
mm

Seating
places

Standing
places

Total passenger
capacity
(passenger density
of 8 pass./m2)

Percentage of
seating and
standing places in
bus total capacity,
%

seating standing

Mercedes-Benz
Sprinter 318cdi

6945 19 – 19 100.0 –

Bogdan 201.10 7880 24 24 48 50.0 50.0

Karsan Atak 8315 21 39 60 35.0 65.0

Mercedes
Conecto

12134 26 75 101 25.7 74.3

Mercedes
Conecto G

18124 40 110 150 26.7 73.3

4 Conditions of Application

From the comparative analysis of vehicle occupancy indicators, it is possible to conclude
the following: passenger density and area assumed for one standing passenger indicators
are objective characteristics of the vehicle occupancy level, which do not depend on
passenger capacity and vehicle interior planning, but they do not reflect the occupancy
of seats; application of the load factors makes it possible to estimate the entire range of
vehicle occupancy, however, from the standpoint of the crowding discomfort in public
transport, theymust be adjusted based on the passenger density indicator; under the same,
the passenger density and the load factor value for different bus sizes may significantly
differ due to various share of the number of seats in the total vehicle’s capacity; with
the increase in vehicle passenger capacity there is a tendency to reduce the share of the
number of seats in the vehicles’ total capacity.



Public Transit Crowding Estimation Indicators 771

5 Crowding Indicators Interrelation

Given the above, it is an important task to formalize the relationship between the stated
public transit vehicles occupancy indicators. Passenger density is the indicator that is
inverse to area assumed for one standing passenger:

α = 1

Fsp
, Fsp > 0. (8)

At the same time, the opposite dependence is as follows:

Fsp = 1

α
, α > 0. (9)

The load factor determined as the “the on-board passengers number-to-vehicle total
capacity” ratio (γ ) based on the passenger density (α) can be found as:

γ = μ(αn) + (1 − μ(αn))
α

αn
, α ≥ 0. (10)

From the Eq. (10), the α and γ relation can be represented by:

α =
{
0, at γ ≤ μ(αn);
αn·(γ−μ(αn))

1−μ(αn)
, at γ > μ(αn).

(11)

Substituting (8) in (10), the formula should be obtained to determine γ from the Fsp

value:

γ = μ(αn) + 1 − μ(αn)

αn · Fsp
, Fsp > 0. (12)

In this way, the reverse formula can be represented like this:

Fsp = 1 − μ(αn)

αn · (γ − μ(αn))
, γ > μ(αn). (13)

Considering Eq. (4) the number of in-vehicle passengers can be determined as:

Npass = qseat · LF . (14)

Substituting Eq. (11) in (4) results in:

γ = qseat
qtotal

· LF = μ(αn) · LF . (15)

The inverse formula is:

LF = γ

μ(αn)
. (16)

After substituting (10) in (16), it can be found:

LF = 1 + 1 − μ(αn)

μ(αn)
× α

αn
. (17)
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After converting inverse formula should be obtained:

α =
{
0, if LF ≤ 1;
αn·μ(αn)
1−μ(αn)

(LF − 1), if LF > 1.
(18)

Substituting (8) into (17) gives the result:

LF = 1 + 1 − μ(αn)

μ(αn) · αn · Fsp
, Fsp > 0. (19)

And after transforming the inverse formula is:

Fsp = 1 − μ(αn)

μ(αn) · αn · (LF − 1)
, LF > 1 (20)

The occupancy indicators interrelation diagramwas developed (Fig. 2). This scheme
allows determining the required occupancy indicators from the initial indicator. The
graphic interrelation of occupancy indicators change is presented in Fig. 3.

Fig. 2. Occupancy indicators interrelation diagram.

For example, for initial data αn = 8pass./m2, μ(αn) = 0.2 and = 8pass./m2 occu-
pancy indicators are as follows: = 0.5m2/pass.; γ = 0.4; LF = 2.0.

Thus, there is a clear dependence between the passenger density indicator (α) and
the area assumed for one standing passenger (Fsp). The interrelation between stated
indicators does not depend on the planning characteristics of the vehicle interior and its
passenger capacity. At the same time, in determining γ and LF indicators an important
role is given to the share of the number of seats in the total capacity of the vehicle (μ(αn))
and the normalized number of passengers standing per 1 square meter accepted for total
capacity (αn).
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Fig. 3. Graph of occupancy indicators change (αn = 8 pass./m2).

6 Conclusion

From the comparative analysis of vehicle crowding indicators, it is possible to draw the
following conclusions: passenger density and area assumed for one standing passenger
indicator are the objective characteristics of the level of vehicle occupancy, which do
not depend on passenger capacity and interior planning of the vehicle, but they do
not reflect the occupancy of seats; application of the load factors makes it possible to
estimate the entire vehicle occupancy range, however, if considered from the standpoint
of the crowding discomfort in public transport, these indicators must be adjusted from
the passenger density value; under the same, the passenger density conditions, the load
factor indicator for different bus sizes may significantly differ due to various share of
the number of seats in the total vehicle capacity; with the vehicle passenger capacity
increase there is a tendency to reduce the share of the number of seats in the total capacity
of the vehicles.

Analytical formulaswere given to describe the relationship between occupancy rates,
which consider as variables the share of seats in the total capacity of the vehicle and the
normalized number of passengers per square meter taken to calculate the total capacity.

However, it should be noted that the approach proposed can be applied if the vehicle’s
total capacity is determinedwith the same standardized space for one standing passenger.
In some cases, it may differ, and gross vehicleweight restrictionsmay also have an effect.

From a practical viewpoint, the results obtained can be used in determining the
optimal frequency and vehicle capacity in public transit lines and choosing the measures
for urban transportation crowding reduction. The research direction of the approach may
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be the following: crowding cost estimation, modeling of public transportation on-board
congestion, modeling of capacity constraints in transit assignment models.
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Abstractss. VANETs (vehicular Ad-hoc Networks) are a subclass of Mobile Ad-
hocNetworks (MANETs) that are currently playing a key role in Intelligent Trans-
portation Systems (ITS). A VANET is a vehicle-assisted network that develops a
dynamic topology over time. VANETs are developed to assist two sorts of applica-
tions: safety and non-safety. Non-safety applications ensure that vehicle occupants
travel in safety and have access to essential entertainment, whereas safety appli-
cations are designed to protect people and public property. The existing VANET
requirements are concernedwith privacy and security issues, but they don’t address
how to assess the behavior of certified vehicles. A valid vehicle, for instance, could
broadcast inaccurate data to a central monitoring system, causing the system to
make an erroneous decision. Improved traffic safety and efficiency can be achieved
via the use of VANET. However, in an untrusted environment, vehicles have diffi-
culty determining the legitimacy of incoming messages. Trust, data accuracy, and
dependability of data being broadcasted via the communication channel are the
primary challenges in VANET. Depending on a variety of characteristics, vehicles
can determine how trustworthy a given vehicle is based on howwell it processes the
received message. Therefore, a formal method of trust computation of vehicles is
needed. The proposed framework is based on the spatial, temporal and behavioral
paraments such as reputation, message correctness, participation degree, message
similarity, message freshness, and vehicle age to compute the trust.

Keywords: Formal method · Trust · Reputation · VANET

1 Introduction

Theorigin ofVANET(VehicularAdHocNetworks) is the “Internet ofThings (IoT).”The
IoT is the major technology of driving autonomously. The Internet of vehicle (IoV) sys-
tem integrates inter-vehicular communication and improved communication technology
site [1]. The three main communication components of the VANET system are vehicular
mobile internet, intra-vehicular communication, and inter-vehicular communication [2].
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Amajor trend in the environment of IoV is the addressing of communicationmishaps
amongst different devices in various domains like safety, traffic control, and infotain-
ment. Communication applications are limited in their interoperability due to the issues
concerning availability, privacy, and accessibility. This is why the applications operate
independently. Somany attempts have beenmade to increase interoperability and reduce
application complexity [3–5]. The various attempts pay attention to developing multiple
interaction platform frameworks that enable various devices and vehicles to commu-
nicate on the IoV environments. The major types of vehicular communication include
vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and vehicle-to-cloud (V2C).

This had to do with exchanging information wirelessly about the position and speed
of surrounding vehicles to avoid crashes, ease congestion and improve the environment.
Every node will send, retransmit signals, and a mesh network, meaning every node (car,
smart traffic signal, etc.) could send, capture, and retransmit signals [6]. It is essential
for developing countries [7].

In the field of Intelligent Transportation Systems (ITS), VANETs are a subclass of
IoT, which are now playing an important role in the development of new technologies.
The VANET generates a dynamic topology over time with the use of vehicles (Fig. 1).
VANETs are being developed to assist with two types of applications: those requiring
safety and those requiring non-safety. In contrast to non-safety applications, which are
intended to keep vehicle safe while also providing them with vital entertainment, safety
applications are intended to keep people and public resources safe. OBUs (Onboard
Units) and RSUs (Road-side Units) are the two primary types of VANET units, with
the former being the more common (RSUs). RSUs are stationed at the side of the
road, whereas OBUs are mounted within the cars themselves. In addition to privacy
and security concerns, the present VANET regulations do not address how to evaluate
the performance of approved cars. When a genuine car broadcasts malicious data to a
central monitoring system, the system may make an incorrect decision, resulting in the
vehicle being towed. These attacks not only have the potential to damage transportation
efficiency, but they may also result in accidents that put people’s lives in danger. A
trust system must be established in order for VANETs to function properly. In order to
compute each car’s associated trust value, a system would need to be able to identify
each vehicle, and developing a pseudonyms method that would operate well inside a
reputation system is a challenging challenge to solve successfully.

Many trust computing approaches have been proposed in the existing literature;
however, they don’t provide a general paradigm for trust calculation in the VANET
environment. Due to the VANET platform, it is essential that all components of trust be
specified, including knowledge gathering, processing and the generation of quantifiable
value in the process.

We have proposed trust metrics for spatial knowledge, temporal experience, and
behavior pattern based on a large number of trust attributes to represent the characteristics
and experiences of the vehicle during the interaction in the network. To evaluate the
proposed method, we have generated the dataset which describe most of the scenario
of the vehicle in the network. Thereafter, the proposed method is applied to obtain the
reputation of the vehicle.
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Fig. 1. Communication model in VANET

The rest of this paper is organized as follow: Sect. 2, presents the background and
related work in the trust computation. Section 3 presents the proposed formal method
to compute the trust. Section 4 presents the dataset generation and reputation obtained
from the dataset. Finally, Sect. 5 presents conclusion.

2 Background and Related Work

Trustmanagement has the potential to be a cost-effective solution for addressingVANET
security and privacy issues. Through the formal methods of a trust management system
that is based on reputation and identity evaluation, it may be able to reward trustworthy
cars while flagging untrustworthy vehicles in VANETs, therefore assuring trustworthy
message broadcasting. The centralised and distributed forms of trust management may
be classified into two categories: centralized trust management and distributed trust man-
agement [8]. Within the centralised architecture [9–11], trust management is managed
by one or more centralised servers. When it comes to administering centralised servers,
however, a large number of resources are required, and the server itself is open to attacks
by malicious individuals who may cause major issues as a result of single points of
failure. Instead of a centralized approach, researchers [12–14] have attempted to solve
these difficulties through the use of a distributed architecture in which trust is measured
by RSU rather than a centralized one. In order to overcome the problem of single points
of failure, the distributed model has implemented a system in which the communication
ranges of each RSU are largely responsible for trust management.
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By identifying dishonest vehicles and removing compromised messages from the
network, VANET’s trust and reputation models are designed to provide secure and
reliable data distribution. Yang et al. [15] proposed a VANET architecture based on
similarity-based trust and reputation, which necessitated the verification of messages
after they arrived. To determine the degree of similarity between unrelated non-linear
datasets, the authors have employed a similarity mining approach. Agents’ sugges-
tions and outcomes were merged in a reputation evaluation model. Instantly, the trust
and reputation values of a communication are affected when the message content is
reviewed. BARS (blockchain-based anonymous reputation system) introduced in [16],
is another method for trust management. It uses two forms of blockchain authentica-
tion: presence-based and absence-based. Pseudonyms are assigned to the public keys in
order to protect the privacy of the vehicles. The broadcast messages stored on a single
blockchain define a vehicle’s reputation. Researchers found that BARS can increase
broadcast message reliability while safeguarding driver privacy at the same time. The
Lightweight Self-Organized Trust (LSOT) structure is recommended by the authors of
[17]. In this paradigm, trust certificates and suggestions are collected by self-organizing
nodes. ART (Attack-Resistant Trust) was proposed by Li and Song [18] to measure
the trustworthiness of data and vehicles in VANETs. In VANETs, node trust is used to
assess the trustworthiness of nodes, whereas data trust is used to validate data. The ART
model was put to the test to see if it could ward off harmful attacks, and the results show
that it can. Based on reputation, experience, and knowledge, [19] provides three trust
indicators. To date, the vehicle’s reputation reflects its ability to exchange data with all
relevant systems. The experience component takes into account how well the trustee
and the trustor have been able to communicate thus far. Direct trust is established by
the trustee’s knowledge. An augmentation of the natural deduction calculus unsecured
by Primiero et al. [20] was offered as a proof-theoretic model for trust and reputation
in VANETs. Consistency checks were done at each vehicle-algorithm contact to ensure
that the algorithm worked as intended. A temporal metric was used to rate the service
qualities based on parameterized feedbackmessages, as a consequence of this reputation
system. Data interchange on VANETs, as well as the maintenance of trust, was the sub-
ject of work by Javaid et al. [21]. Using a cryptographic fingerprint, the DrivMan system
verifies the authenticity of each vehicle’s data. In order to secure the privacy of vehicles,
infrastructure units provide certificates. Data integrity and uniqueness may be provided
by DrivMan in VANETs to ensure the secure and reliable operation of intelligent cars.

3 Formal Method

Trust is built on many dimensions throughout the time. After each new communication
with vehicle, trust scores are automatically updated. In the trust computation a new
interaction is evaluated, computed, and experienced. Therefore, the formal models are
necessary because they specify the trust qualities or characteristics that are universally
recognized (Khan et al., 2018). In order to value the trust score, only the data generated
by vehicle may be directly used. As a result, it appears to be critical to specify the scope,
duration, and context of the trust. The trustworthiness of a vehicle device may be defined
as follows.
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Definition: The trust Tij of a vehicle Vi is defined as T ∈ [0, 1] which is evaluated by
the vehicle i based on the existing knowledge, interactions and behavior in a specific
context and time. Depending on the interaction between the vehicles in the network, the
trust score may be different. If two vehicles have different experience after interaction,
their trust in the vehicle and its interactions might be different. A trust score is therefore
a mix of the vehicle specific attributes and the interaction factors. The quality of the
interaction and the trust score are both affected by the score T , which expresses the
distinctive characteristic score value of the vehicle.

A weight w can be used to indicate the importance of a given characteristics. Hence,
each individual vehicle trust may be represented using the (1).

Trust (V j
i ) =

n∏

j=1

(Tij)
wn , j = 1, 2, 3, . . . , n. (1)

The trust Tij of vehicle i computed by vehicle j is based on existing reputation R(n−1)
i,j

of vehicle defined in (2) and (3).

Tij = fT
(
R(n)
i,j

)
, 0 < R(n)

i,j ≤ 1, (2)

Tij =
{
0,R(n)

i,j < th
1,R(n)

i,j > th
Tij [0, 1]. (3)

Average Trust: Average trust of vehicle i can be computed by summing all the trust
values given by n vehicles as shown in (4):

Tij =
∑n

j=1 Tij

n
. (4)

Reputation: The proposed reputation model offers a unique approach based on spatial,
temporal and behavioral aspects such as participation degree, vehicle age, and compu-
tation of vehicle reputation. The reputation R(n)

i,j sss of the vehicle i computed by vehicle

j for the nth message at time t is the correctness of the message Ci
t , age α, participa-

tion degree θ , the smoothing coefficient β, and existing reputation R(n−1)
i,j which can be

computed by (5)

R(n)
i,j =

{
α + θ +

(
βR(n−1)

i,j + (1 − β) Ci
t

)
, n > 1,

α + θ + Ci
t , n = 1,

(5)
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where
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

α = (
t − tReg

) + (t − t0),

θ = N+
N ,

N = N+ + N−,

N+ =
n∑

k=1
Mk ,N− =

n∑
l=1

Ml,N > 0,

Ci
t = fc(M ),Ci

t ∈ [0, 1],

fc(M ) = S
(
Mi,Mj

)
w1 + ff (Mi)w2 + fd (Mi, Mi))w3. (6)

The trust of all the vehicles can be stored into nxn matrix as follows:

V1 V2 V3 Vn

V1 T11 T12 T13 T1n

V2 T21 T22 T23 T2n

V3 T31 T32 T33 T3n

… … … … …

Vn Tn1 Tn2 Tn3 Tnn

The trust of a vehicle i computed by vehicle j at time t is represented by the T t
ij. After

extracting the trust feature vector Xj, , every pair of the vehicle can be represented as
shown in (7) to produce the m samples.

[X ]pxq =
[
[S]T , [T]T , [B]T

]
(7)

The S,T,B refers to the spatial, temporal and behavioral parameters respectively.
The participation degree θ is an important parameter to compute the trust of a vehicle.
The participation degree indicates the amount of participation in the network. More
participationwill indicate that vehicle is activewhich canbe ascertainedusing thenumber
of messages classified as correct which were sent with respect to the total number of
messages sent. The N+ represents the total number of messages which were classified
as correct or positive. The N represents the total number of messages which includes
correct and incorrect message. The vehicle age α represents the real of the vehicle and
age in the network. The real age refers to the date when vehicle was registeredwithmotor
vehicle department (MVD while the network age refers to time elapse between the first
participation time t0 and current participation time t. Vehicle age parameter is providing
the real age of the vehicle since started participating in the network. The function of
correctness fc is defined over many parameters such message similarity, freshness of the
message, closeness of senders, and authenticity of the message as shown in (6).

4 Results

We have produced data for simulation of proposed formal method which has 24 charac-
teristics, a typical trust computation dataset, as the experimental dataset to demonstrate



A Formal Method of Trust Computation in VANET 781

the feasibility of ourmethod. Table 1 provides a full description of the dataset. In all, there
were a total of 100,000. According to the available statistics, the non-trustworthy vehicle
is 2.08661%. A common method for data normalization known as min–max normal-
ization is employed to ensure that all characteristics are consistent. A decimal between
zero and one is used to represent each characteristic’s lowest value, while the maximum
value is converted to a 1. An Intel Pentium CPU running Python 3.6 was used to execute
the simulation (Windows 10 operating system, 2.6 GHz Intel Core i7 processor, 16.0 GB
RAM). It has taken into account most of the typical network parameters such as packet
length, TTL, total forwarded packets, total backward packets, failure type, option type,
road condition, speed, weather, time scenario, lane type, traffic scenario, packet type,
and location etc. as shown in Table 1. All the 24 features describe the scenario of a
vehicle that constitutes spatial S, temporal T and behavior B parameters. The dataset
defines the important numerical attributes which participate in reputation computation
are number of packets forwarded, the average size of packet, the time when message has
originated, message communication type and status, title to live in the network and the
port number.

Table 1. Dataset description

Feature Details

source IP address of the source vehicle

destination IP address of the destination vehicle

detection_target IP address of the detection node

destination_port Destination port address

Total_Fwd_Packets Total number of forwarded packets

Total_Bkwd_Packets Total number of backward packets

Total_Length_of_Fwd_Packets Size of the forwarded packets

Total_length_of_Bkwd_Packets Size of backward packets

Flow_Packet_Per_Second Flow per second of packet

Average_packet_Size Average size of the packet

Time_Stamp Time when packet originated

TTL Title to live

Reputation Reputation of the sender

OT 0: default, 1 request, 2 reply, 3 transmission result

Failure 0: no malicious behavior, 1: malicious behavior), 2: Failure
caused by non-malicious behaviours. 3: transmission result

Road_Condition ‘Dry’, ‘wet’, ‘Icy’

(continued)
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Table 1. (continued)

Feature Details

Speed Scenario ‘Accelerating’, ‘constant’, ‘Deaccelerating’

Time_Scenario ‘Dawan’, ‘Day’,’Dusk’, ‘Night’

Weather Scenario ‘Clear’, ‘Foggy’, ‘Raining’, ‘Snowing’,’Windy’

Lane_Type ‘Winding’, ‘UpHill’, ‘Straight’, ‘Intersection’, ‘Curve’,
‘DownHill’

Traffic_Scenario ‘Car on 1 side’, ‘Car on 2 sides’, ‘Car on 3 sides’, ‘Car on 4
sides’, ‘No cars’

Packet_Type ‘General’, ‘Safety’, ‘Traffic’

Latitude, Longitude Position of vehicle

Table 2. Sample output of the reputation computation

IP address Port Time stamp TTL Reputation

20.100.168.125 4244 Thu Jan 27 02:32:40 2022 147 0.947461244

20.100.168.34 2624 Thu Jan 27 02:32:40 2022 86 0.61587248

20.100.168.177 1064 Thu Jan 27 02:32:40 2022 116 0.656448565

20.100.168.187 1892 Thu Jan 27 02:32:40 2022 221 0.593758417

20.100.168.210 3417 Thu Jan 27 02:32:40 2022 213 0.995342545

20.100.168.95 1260 Thu Jan 27 02:32:40 2022 218 0.615054778

20.100.168.228 2221 Thu Jan 27 02:32:40 2022 162 0.834318201

20.100.168.171 4892 Thu Jan 27 02:32:40 2022 171 0.443103195

20.100.168.4 1329 Thu Jan 27 02:32:40 2022 242 0.921932154

20.100.168.11 3739 Thu Jan 27 02:32:40 2022 202 0.897358896

20.100.168.105 3951 Thu Jan 27 02:32:40 2022 255 0.703708723

20.100.168.236 2959 Thu Jan 27 02:32:40 2022 138 0.221071998

20.100.168.90 1316 Thu Jan 27 02:32:40 2022 161 0.913946538

20.100.168.53 4766 Thu Jan 27 02:32:40 2022 111 0.724440567

20.100.168.225 4510 Thu Jan 27 02:32:40 2022 112 0.324995418

20.100.168.230 2240 Thu Jan 27 02:32:40 2022 171 0.444987762

20.100.168.192 2768 Thu Jan 27 02:32:40 2022 104 0.679105299

20.100.168.52 1064 Thu Jan 27 02:32:40 2022 218 0.361281827

20.100.168.167 3071 Thu Jan 27 02:32:40 2022 173 0.297529623

20.100.168.114 3443 Thu Jan 27 02:32:40 2022 220 0.438722483

20.100.168.115 2145 Thu Jan 27 02:32:40 2022 70 0.780719787

(continued)
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Table 2. (continued)

IP address Port Time stamp TTL Reputation

20.100.168.223 2311 Thu Jan 27 02:32:40 2022 184 0.519106395

20.100.168.33 3110 Thu Jan 27 02:32:40 2022 243 0.597114853

20.100.168.121 4671 Thu Jan 27 02:32:40 2022 114 0.655051857

20.100.168.106 4468 Thu Jan 27 02:32:40 2022 156 0.813050019

20.100.168.76 2328 Thu Jan 27 02:32:40 2022 140 0.31932139

20.100.168.110 3498 Thu Jan 27 02:32:40 2022 168 0.265870971

5 Conclusion

The primary challenge in the upcoming VANET infrastructure is about the trust of vehi-
cle. Depending on a variety of characteristics, vehicles can determine how trustworthy a
given vehicle is based on how well it processes the received message. These character-
istics can be categorized into spatial, temporal and behavioral paraments such as reputa-
tion, message correctness, participation degree, message similarity, message freshness,
and vehicle age to computer the trust. Therefore, it becomes critical to compute trust
and reputation in a vehicular network. This is why trust computation and categorization
are so critical to the security of the vehicular network. The dynamic nature of trust and
reputation data, as opposed to static data, creates new issues for existing systems. Thus,
in this work a formal method of trust computation of vehicles has been proposed. To
verify the correctness of method the dataset is generated and thereafter reputation has
been computed.
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Abstract. In the article for railway systems of mixed traffic without observing
the movement of freight trains, the stability of the movement of freight trains was
researched, with a network effect. Models of the influence of research parameters,
the intensity of traffic and the average mass of trains for the total duration of
trains were found. Based on correlation analysis and hierarchical clustering, the
influence of these parameters on the total duration of trains along the main lines
at the railway region is numerically proved. Based on the results of the analysis of
Dendrograms, clusters of the interdependence of lines with various routes on the
network were identified. From the analysis of the hierarchical structure of clusters,
a clear division into two groups can be observed, depending on the existence of a
positive and negative correlation. The lines and routes that most affect the stability
of train movement are determined. The results of hierarchical clustering prove that
as the mass of trains increases, the duration on the route is reduced. The proposed
methodology and the results will allow you to form more complex management
strategies at tactical and strategic levels for railway systems without observing the
traffic schedule.

Keywords: Railway system · Stability · Clusterogram

1 Introduction

For effective transport systems, including railway [1–4], it is important to have the ability
to function without changing operational indicators, to be equilibrium and maintain
constant time. Nevertheless, railway systems with a predominant cargo traffic in peak
periods of loads fall to a high level of disorganization of traffic schedule – congestion
on the overloaded network lines are created, cargo delivery time is increased, which
violates the stability of traffic flow, and, as a result, leads to losses. Such railway systems
include the railways of North America, China, India, Kazakhstan, Ukraine and similar
to them in many other countries of the world. A separate difficulty in ensuring the
stability of traffic arises in railway systems without observing the movement of freight
trains, where trains are sent after performing normative technological operations, do not
comply with a clearly established movement schedule. This is the so-called principle of
departure by “readiness” [5, 6]. Such systems differ from railway systems with a graph
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of freight trains of countries such as Germany, France, Great Britain, Poland and the
like. Compliance with the normative schedule of train movement allows you to study
accurately the influenceof various factors on the stability of themovement of trafficflows.
Considering that the lack of a traffic schedule for trains leads to a significant uncertainty
of the transportation process, which is difficult to foresee, the study of the stability of
the movement of freight trains is more complex and little researched. Therefore, studies
aimed at determining the causes that lead to overloading the railway network and, as a
result, to violation of the stability of the movement of freight trains, are relevant.

Theproblemof researching the stability of themovement of trafficflows is considered
in scientific work in several main areas. In the first direction of the study, they are aimed
at studying the influence of the mass and speed of trains on the stability of the movement
of traffic flows. In these studies, the main attention is paid to the physical parameters
that affect the movement of the train, the technical properties of traction and economic
criteria. Thus, the paper [7] proposes a methodology for determining the optimization
of the mass of the train, depending on the profile of the track and parameters of the
locomotive to ensure stable parameters of the trips on the line. The papers [8, 9] examine
the change in the speed of the train that moves on the line as a stochastic process based
on dynamic modeling of movement. The formation of train delays depending on the
speed of movement is researched in papers [10, 11]. The research of [12] is interesting,
which is devoted to the study of the interdependence of the density and intensity of the
train on the basis of the principles of the Fundamental Diagram of Traffic Flow [13]. The
construction of the relationship is made for two interval traffic control systems: Discrete
Control Blocks and Moving Blocks. The authors note that the results of the research
can be used to analyze the stability of trains in the route in different trains management
systems and in operating conditions quickly. Nevertheless, research data is devoted to
the study of the influence of various factors on the stability of the movement of train
flow only in a separate area. This is a disadvantage and does not allow comprehensively
evaluate the mutual influence of movement parameters on an extensive network, taking
into account the network effect [14].

The second direction corresponds to the task of ensuring the stability of movement
based on the optimization of train parameters for the effective use of the capacity and
carry ability of the railway infrastructure. The paper [15] examine the effect of trains
characteristics with heterogeneous movement on the throughput of sites. In paper [16], it
proposes to use the metaheuristic model of annealing to rationalize trains of various cat-
egories to increase absolute throughput. In paper [17], the methodological approaches to
the determination of capacity are sore and each influencing factor is separately analyzed
in the details, which ensures the stability of the train.

We can share a direction dedicated to increasing the stability of transportation by
searching for rational routes and a train schedule. These methods are used in conditions
of restrictions on the development of railway infrastructure. In paper [18], a train method
is proposed to select the route of each train on the railway region, taking into account
the stability of the train. In paper [19] for choosing a route offers a model of integer
programming to simultaneous determination of the route of the movement and schedule
based on spatial-temporal modeling. This approach allows you to take into account the
change in network loading during different periods of transportation. The paper of [20]
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is devoted directly to evaluation of the stability of the movement schedule on the line,
depending on the complexity of operations. It is proposed to investigate the stability
of the schedule, taking into account the number of conflicts. The paper [21] uses the
theory of stability for analyzing schedules for sensitivity and resistance to delays train
based on a linear systematic description of the railway schedules using the mathematical
apparatus of Max-Plus System theory. The advantage of this method is the ability to take
into account the network effect, but its use is limited only by the study of processes in
railway systems in compliance with the schedule.

From the above analysis, we can conclude that researches based on an integrated
approach to the recovery of the interdependence of the parameters of traffic flows on their
overall stability on the main routes are practically absent. The purpose of this research is
to determine the causes of a violation of the stability of movement, taking into account
the network effect and theoretical substantiation of the effects of the parameters of traffic
flows, such as the intensity and mass of trains, on the stability of the movement of freight
flows on the key routes of the railway training region.

The remainder of this article is organized as follows. In Sect. 2, we explain in detail
the proposed methodology. The results of the calculations of clusterograms of the inter-
connection of the intensity of traffic and the averagemass of trains in the researched lines
for the total duration of trains along the main routes are presented in Sect. 3. Finally, we
will discuss the results in the last section.

2 Proposed Methodology

This goal was achieved by studying the mutual influence of traffic flows on a freight
railway region based on the macro - core approach. In this research, under the stability of
the movement of freight trains, the ability of the railway system is functioning, without
changing on the main routes of the standards for the duration of cargo, even in the
conditions of the system violation - overload of the system during the peak loading
season. Ensuring this duration of traffic flows on the main routes in different periods of
transportation during the freight year can be considered as finding the railway system in
equilibrium and the availability of the opportunity to maintain stability over time.

Based on the previous analysis of operating conditions, it was found that usually
on the extensive infrastructure of the railway network, the routes of the main routes are
intersected and duplicated, and therefore one can evaluate their relationship and take
into account the so-called “network effect” [14].

Considering that the railway system of Ukraine refers to vertically integrated railway
roads of mixed traffic without observing the movement of freight trains, it is proposed
to take a separate iron training ground for research. One of the “narrow places” of the
joints of the railway systems of Ukraine with the largest sea ports of the country is the
training ground of the Odessa Railway of Ukrzaliznytsia JSC. The graph of the railway
network is shown on Fig. 1.
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Fig. 1. Graph of the landfill railway network of regional branch of Odesa Railway JSC
Ukrzaliznytsia and traffic routes train flow.

The routes of the movement of the train flow µi, where i= 1, 6 shown in Fig. 1 with
blue arrows, indicate the main directions of the carriage of vagon flowing into seaports.
µ1 – Pomichna – Podilsk – Chornomorsk-Port route; µ2 – Pomichna – Berehova; µ3
- Pomichna - Chornomorsk-Port; µ4 - Podilsk – Chornomorsk-Port, µ5 - Tymkovo –
Chornomorska, µ6 - Post 5 km – Mykolayiv. It is proposed on each of the µi - routes,
highlight the line j, where j = 1, 6 which, in its operational conditions, affects the total
duration of trains along the route.

Based on previous studies [13] interdependence of the speed of the intensity of trains
on the line in the work is proposed to investigate the effect of intensity and a related
parameter with a given indicator – the average mass of freight trains for the duration of
the traffic freight flow on the route. To take into account the fluctuations of the indicators,
data for the period I-III quarters and IV quarter in 2019 and 2020 were used. The fourth
quarter characterizes the period of peak load and allows you to identify factors that
affect the stability of train flow in the conditions of network overload, which arose in the
fourth quarter of 2019. In terms of volume 2019, it was a record for transporting goods
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in Ukraine. For analysis, data of the form “CO-4AR” was used. Report on the work and
indicators of the use of rolling stock. Section 3. Indicators of the use of rolling stock for
train - areas and directions”.

To check the hypotheses about the presence of connections between the variables, the
correlation analysis method has been used. Checking existing connections is proposed
to be performed on the basis of calculating the Pierson’s correlation coefficient [22].
The advantage of the parametric method of Pierson’s correlation is its simplicity and the
speed of establishing the tightness of linear connections, which is sufficient at the first
stage of research data. For a more detailed identification of routes with related levels
of interdependence, the method of hierarchical clustering is proposed for constructing
clusterograms [23] – which is a combined thermal card – dendrogram that allows you
to detect the internal interdependence of the studied lines and routes.

Checking the significance of the distinction between the correlation coefficients from
zero is performedusing the hypothesis of the criterion of theStudent – the zero hypothesis
is discarded [24]. The established correlations are reliable at p < 0.05. The construction
of clusterograms ismade in theMatlab environment using “Average” connectionmethod
[25].

3 Results

Based on the above research methodology in the work, calculations of the clusterogram
of the interconnection of the intensity of movement and the average mass of the train
in the studied areas for the total duration of traffic flow on the main routes were carried
out. In the Fig. 2 shown the dendroting clusterogram of the hierarchical relationship
of the number of freight trains that proceeded on the line per day to the total duration
of traffic on routes. From the analysis of the hierarchical structure of clusters, a clear
division into two groups can be observed, depending on the existence of a positive and
negative correlation. The cluster with a negative correlation includes lines 6, 2, 3rd
increase in the intensity of traffic flow in these lines, leads to a decrease in the duration
of the train on almost all the routes of the test training ground. Lines 1, 5, 4 belong to
the cluster with a positive correlation – they can be called critical for the region with
negative consequences, since an increase in the intensity of trains on these lenis leads to
a slowdown of the movement of the train on almost all routes.

Line 4 – Podilsk-Myhayeve has correlation relations, which can be described as
“very significant” with routes µ3 (r = 0.87), µ1 (r = 0.88), µ4 (r = 0.92), µ5 (r =
0.98) Negative correlation (r = −0.9), characterized as “very significant” [26], has a
line 6 – Post 124 km- Kropyvnytska, which lies on the route Tymkove-Chornomorska,
with the route- Pomichna – Podilsk – Chornomorsk-Port (µ1). This can be explained by
the only source of cargo flow, consisting of the cargo of the mining and metallurgical
complex and partially during the peak period of loads from grain cargo, which follow
from the stations of regional branches of the South, Donetsk and Dnieper Railways
(through Pyatykhatky), that is, an increase in the daily number of trains by The line
6 – Post 124 km-Kropyvnytska will affect the intensity and reduce the load of the line on
the µ1 route, and, as a result, the movement of the tribute on this route will accelerate.

Additionally, mutual influence can be explained by the high values of the correlation
relations of the µ1 route with other lines that are indirectly interdependent at different
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Fig. 2. Clustegram of the interconnection of the intensity of traffic flow on the routes studied, to
the total duration of traffic flow on routes during the I-III and IV quarters of 2019 and 2020.

levels of dendrograms with line 6. Line 4 - Podilsk-Myhayeve has correlation relations,
which can be described as “very significant” with routes µ3 (r = 0.87), µ1 (r = 0.88),
µ4 (r = 0.92), µ5 (r = 0.98) Negative correlation (r = −0.9), characterized as “very
significant” [26], has a line 6 - Post 124 km- Kropyvnytska, which lies on the route
Tymkove-Chornomorska, with the route - Pomichna – Podilsk – Chornomorsk-Port
(µ1). This can be explained by the only source of cargo flow, consisting of the cargo of
the mining and metallurgical complex and partially during the peak period of loads from
grain cargo, which follow from the stations of regional branches of the South, Donetsk
and Dnieper Railways (through Pyatykhatky), that is, an increase in the daily number of
trains by The line 6 – Post 124 km- Kropyvnytska will affect the intensity and reduce the
load of the line on theµ1 route, and, as a result, the movement of the tribute on this route
will accelerate. Additionally, mutual influence can be explained by the high values of the
correlation relations of the µ1 route with other lines that are indirectly interdependent
at different levels of dendrograms with line 6.

Considering that the average mass of freight trains affects the speed of movement
and determines the everyday amount on the line [27] in work, it is proposed to deepen
the research. The average mass of freight trains [3500 ÷ 4750 tons] is a controlled
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parameter, which interconnects the throughput and defense capacity of the line and the
railway region as a whole. The clusterogram of the relationship between the average
mass of trains on the lines to the total duration of traffic flows on the routes in which
these lines are included in Fig. 3.

Fig. 3. The clusterogram of the interconnection of the average mass of trains on routes, which
are explored for the total duration of trains on the routes of the I-III and IV quarters of 2019 and
2020.

Analysis of the cluster dendrogram of the interconnection of the average mass of
trains on routes, which are explored for the total duration of traffic flow on the routes
(Fig. 3) showed that at the first level, the µ3 - Pomichna – Chornomorsk-Port and
µ4 - Podilsk – Chornomorsk-Port are combined along the columns of the correlation
matrix. – Podolsk – Chernomorsk-Port. First of all, this is due to the similarity in the
technical characteristics of these lines and the similarity of the structure of the freight
flow following these routes. At the second level, is added to these clusters the route
is poured-µ1 - Pomichna – Podilsk – Chornomorsk-Port. The proximity of the data of
this cluster is explained by the unification of the mass of the trains following the route
together – the line 4 Podilsk-Myhayeve.
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At the first level of horizontal analysis, the Dendroogram of the Odbvsterates the
routes µ1 Pomichna – Podilsk – Chornomorsk-Port and µ4 - Podilsk – Chornomorsk-
Port, which indicates similar trains conditions, types of traffic schedule and line speed,
especially the general part of the route without the priority of the priority vagon flow.
The previous clusters with µ3 - Pomichna – Chornomorsk-Port has a slightly smaller
connection (the second level of the association), and a similar degree of distances between
the elements has a route µ2 - Pomichna – Berehova with µ6- Post 5 km – Mykolayiv.
Clusters µ2, µ3 and µ2, µ3 have a common part of the rout: the line 2 - Pomichna-
Kolosivka and the line 3 – Kolosivka – Chornomorska and, accordingly, interdependent
conditions of the trains. The rest of the associations should not be taken into account,
since the degree of interconnected elements is low, that is, we can talk about the “elbow”
of the cluster dendrogram [28].

Analyzing the correlations between the length of stay on the route and the mass
of the trains, we can conclude that the data of almost all clusters, except µ5, are able
to be controlled by controlled parameters. The correlation coefficient on these routes
of specified operational indicators varies within r = [−0.87 ÷ −1], which indicates a
significant negative connection. The negative value of the correlation coefficient shows
that with an increase in the mass of the train, the total time on the line decreases. Thus,
with an increase in themass of the train on the line 6 - Post 124 km –Kropyvnytskawith a
high degree of correlation, the travel time on the routesµ2 (r =−0,81),µ6 (r =−0,94),
µ3 (r =−0,97) andµ1 (r =−0,88). This is due to the interdependence of the movement
of train flow. Since part of theµ3 route trains follow the routesµ2 andµ6 and the degree
of correlation is significant (−0.93 and 0.97 accordingly), then an increase in the mass of
trains of the cluster µ_3 can positively be displayed on the total time of the train on the
line by reducing the number of trains of the third cluster and reducing flow density. This
statement is especially important for lines with intensive traffic, which can be attributed
the line 2 – Pomichna – Kolosivka and the line 3 – Kolosivka – Chornomorska.

Although the correlation coefficient on the horizontal cluster µ5 varies in the range
from the low (r = 0,21) to the negative high (r = −0,79), it will not be possible to
significantly affect the total time being on the route when the mass of the train increases.
This is due to the relatively low intensity of movement - the number of trains varies
within [8.51 ÷ 14.59] trains per day, that is, the departure of trains occurs in a sparse
environment.

4 Conclusion

The results of the calculations of clusterograms for the first time numerically allowed
us to assess the impact of the intensity of movement and the average mass of trains on
the line to the total duration of traffic flow along the main routes at the railway network
region, taking into account the network effect. Based on the results of the analysis of
dendograms, clusters of the interdependence of lines with various routes on the network
were identified. A cluster with a negative correlation is determined, which includes the
line 6 - Post 124 km – Kropyvnytska, the line 2 – Pomichna – Kolosivka, the line 3 –
Kolosivka – Chornomorska where, increasing the intensity of the train in these areas,
leads to a decrease in the duration of the train on almost all routes of region. The results
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of hierarchical clustering prove that, with an increase in the mass of the train on the line
6 - Post 124 km – Kropyvnytska with a high degree of correlation, the travel time on the
routesµ2,µ6,µ3 andµ1 will be reduced with a high degree of correlation. These results
will allow you to form more complex management strategies at the tactical and strategic
levels. The proposed method of macroanalysis using the construction of clusterograms
of the interconnection of operational indicators of individual lines for the duration of
trains on routes allows you to identify the most influencing causes of the stability of the
movement of freight trains, taking into account the network effect.
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Abstract. Large cities have experienced problems associated with high traffic
congestion especially during peak periods, followed by several serious problems
of an environmental, time and economic character. At the same time, a large con-
tribution to this is due to freight transport. The paper aims to assess the primary
possible implementation of a parking ban and time window for trucks due to
reduce the negative effects of freight transport in Kharkiv including decreasing
traffic congestion, environmental improvement, and economic impact. To achieve
this goal, two initiatives are introduced, considering their impact on traffic partici-
pants and stakeholders, namely reducing congestion and, therefore, traffic delays,
emissions, noise, improving road safety for both pedestrians and drivers on a
selected section of the road network of the city of Kharkiv. The assessment of the
measures considered is based on the Logistics Sustainability Index methodology
using a Multi-Actor Multi-Criteria Analysis.

Keywords: Parking restriction · City logistics · Sustainability · Time window

1 Introduction

According to the world ranking of road congestion in cities (Traffic Index 2021, Tom-
Tom), the Ukrainian cities of Kyiv, Odesa, Kharkiv, and Dnipro are occupied the first
places in terms of traffic taking 3rd, 6th, 12th and 25th place, respectively. Compared to
the EU countries, the level of motorization in Ukraine is growing more rapidly, which
only worsens the conditions of moving in the city [1]. Traffic jams lead to longer travel
times, more delays, more fuel consumption, emissions, noise, and vibrations. One of
the reasons for this is the long-term implementation of sustainable policy in EU cities
through the economic, regulation, and infrastructural measures in contrast to Ukrainian
cities where this process is at the beginning stage. Simultaneously, a large contribution
to unsustainable city functioning is due to freight transport moving within the cities.
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Urban freight transport and logistics are inherently interdisciplinary and are influ-
enced by several factors related to the behavior of different stakeholders. Residents
of urban areas, transport and logistics companies, manufacturing companies, informa-
tion and communication technology providers and municipal authorities, in particular,
function in the complex urban conditions that they create and at the same time affect
the conditions of the city. Planning freight in the city is a complex process and public
authorities usually do not have enough information on specific issues, while private com-
panies involved in the organization and implementation of urban freight are aware of the
technical aspects. Insufficient coordination of city logistics entities and the availability
of information, however, contribute to poor urban planning and integration of urban
freight transport. There is almost no collection of data on freight within the city, even if
they exist, the data are not representative. This leads to the fact that the city authorities
have no idea about the current situation in the field of freight transport, which means
that it is impossible to develop the necessary measures and strategies [2].

2 Literature Review

The measures that will be proposed to be implemented in Kharkiv have already been
applied in the different cities. From the literature review, the study relates to the con-
gestion management strategy well-known in the developed countries and their policy in
contrast with Ukrainian cities and their authorities where implementation of the parking
policy has not based on a holistic approach. The parking regulation in Ukraine con-
cerns private cars in the city centers and slightly freight vehicles. There are regulations
resolutions and road signs that ban the movement of HGV in the cities, and no one
is concerned regulation of truck parking and loading/unloading. But the issue should
be started to study and assessed the possibility of implementation and impact in the
Ukrainian megalopolis. Bearing in mind that the local administrations are faced with
the presence of greater constraints in terms of the use of space and time [3]. Meanwhile,
freight traffic causes a disproportionate number of externalities and the current bay con-
figuration leads to greater mobility impacts than some of the proposed systems [4]. The
behavior of truck deliveries is distinctly different from commuter parking: trucks do not
cruise for parking spaces, and demand for goods delivery is driven by customers and
is practically inelastic to the delivery costs [5]. Nevertheless, the introduction of traffic
and parking restrictions is one of the most sensitive and controversial aspects of the
implementation of transport policy in the cities [6].

The flagman of the regulation of traffic and climate change actions is in London.
There are a lot of cases of mobility regulation. Since 2008, London has operated one of
Europe’s largest Low Emission Zones (LEZ). Covering the entire city, the LEZ specifies
emission requirements for heavy vehicles driven in the city all year round. As a result
of the Congestion Charge, LEZ, Ultra-LEZ, and London Lorry Control Scheme are part
of a comprehensive package of measures to reduce congestion and improve air quality,
as well as provide incentives, resources and opportunities for city residents and industry
stakeholders to transition to cleaner andmore efficient vehicles [7, 8].A truck zone,where
the vehicles must not stop or park during the hours shown on the sign unless dropping
off or picking up goods in a truck over 4.5 tons gross vehicle mass, is applied in Sydney,
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Australia [9]. An “environmental fee” for all trucks of 3.5 tons or more is established in
Paris. Simultaneously, in Australia, as well as in Europe and the USA, it is common to
have special licenses for trucks – permission to enter an area where there are no parking
and/or drive-through signs [10]. As a result, the most effective solution to the problem of
illegal parking is high fines and infrastructure that provides recreation for truck drivers
in special legal places: quality-guarded gas stations, and motels. Also, it should be noted
that an effective solution is time restrictions which improve the ecology of large cities
and increase road safety. An attractive counterproposal from the authorities is to obtain
special permits for transport companies (their drivers) – licenses to enter restricted areas
for trucks, each of which is issued individually according to the cargo transported and
the type of transport.

It is widespread in EU,when local authorities aremotivated by a special projects such
as CIVITAS, EiT urbanMobility, Interreg etc. for the development of parking regulation
as a part of a holistic approach to sustainable development and climate change policy.
Thus, a lot of events are provided by the project teams for all stakeholders with the
crucial aim to share their results and demonstrate the relevance and impact to the cities
(for instance upcoming Park4SUMP, European ParkingAssociationCongress 2022) [11,
12]. Except for the project initiatives there is scientific research devoted to the evaluation
of the parking regulation of freight vehicles. A complex analysis of the current state of
parking areas out and inside the cities of the Slovak Republic has been conducted.
The lack the parking lots based on surveys conducted has been determined, namely
the proposal for the development of a number of public parking areas for road freight
transport in urban areas [13]. The analysis of the current parking lots and facilities were
evaluated in the Czech Republic, city of Jindrichuv Hradec, using the TOPSIS method
for making-decision on two proposals. It was highlighted that static traffic or parking
lots are one of the most problematic areas of transport in urban areas [14].

Freight operations are out of legal schedules, and parking spaces are insufficient and
inadequate to meet the demand in Cali’s city center of Colombia a Multi-Actor Multi-
CriteriaAnalysiswas applied for the evaluation of strategies aimed at improving logistics
operations including several objectives such as noise reduction, social impacts, and even
political priorities. In a conclusion, the authors declaimed that the real needs of freight
operations in city centers should be dealt with from an urban space planning perspective
and not exclusively from a traffic perspective. City planners misunderstand the land
use demand for loading and unloading operations, but also the different alternatives to
mitigate its externalities [15].

The deep research is provided in the city of Lisbon, Portugal by usingmicromodeling
by creation of parking demand models based on the data from an establishment-based
freight survey and a parking observation exercise. Bay systems’ ability in reducing
double-parking impacts was assessed via a set of indicators. Loading/unloading bays
are generally viewed as an effective way to avoid freight vehicles double-parking, but
are oftenmisused by non-freight vehicles [4]. An on-street parkingmodel for downtowns
in urban centers that incorporates the often-neglected delivery demand of delivery trucks
has been developed for downtown Toronto. It was investigated the study of the relation-
ship between passenger vehicles’ parking and truck delivery behaviors and provided
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tools for policy makers to optimize the trade-offs in parking space allocation, pricing,
and aggregate network congestion [5].

The paper aims to assess firstly the possible implementation of city logisticsmeasures
such as a parking ban and time window for trucks for achieving reducing of the negative
effects of freight in Kharkiv. The assessment of the measures considered is based on the
Logistics Sustainability Index methodology, the Iterreg project [16].

3 Kharkiv Case Study

3.1 Study Area

The study area is located near a ring road, in a residential area with developed business
activities and infrastructure in Kharkiv, Oleksiyivka district, Fig. 1. This section of road
was recently repaired, so it has a good road surface. However, accidents happen in some
of its sections.

Fig. 1. Study area: Ludwig SvobodyAvenue: – Ludwig SvobodyAvenue in Kharkiv; –
studied part of Ludwig Svobody Avenue.

Oleksiyivka is a “young” district in relation to the city of Kharkiv and has a rapid
pace of development. The study area has many both grocery and domestic stores, cafes
and restaurants, as well as the market. Economic activity is developing rapidly, every
year new points of sale and recreation are opened here which, in turn, is a reason for
increasing freightmoving. The total length of the avenue is 2.23 km, the studied section –
0.94 km. Detailed characteristics of traffic proportion and noise level by peak periods
are presented in Fig. 2.

It should be noted that despite the predominant number of private cars in the morning
and evening periods, the main source of noise is cargo flows. The studied area is a part
of the avenue where problems related to trucks occur more often, namely inappropriate
parking of large vehicles near intersections. Firstly, it reduces the safety of pedestrians
(especially at night) when crossing a wide roadway. Secondly, this parking increases
traffic delays for public transport (especially for trolleybuses which must use their own
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lane). Trucks are parked away from crosswalks by 1–2 m and almost every intersection
on this road part has public stopping points. Another problem that should be noted
is the performance of loading and unloading operations during the buyer’s rush hour.
The following subsection describes in detail the proposed measures to solve the above
problems.
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Fig. 2. Characteristic of traffic proportion and noise level by peak periods.

3.2 Description of the Measures

Several problems and the measures proposed to solve them are presented in detail in
Table 1.

Table 1. Description of measure

Problem Measure Expected result

Parking of HGV on roads for
recreational purposes, making it
difficult to get through during
rush hours;

Parking ban for trucks Increasing road capacity and
reduce traffic delays, since HGV
take up a lot of space on the road;

Parking of HGV near
intersections which worsens
visibility, especially at night

Increasing visibility of pedestrians
and other vehicles on the road,
reducing delays in traffic,
increasing traffic safety

High proportion of freight
vehicles during the morning rush
hour for the purpose of loading
and unloading operations which
increases traffic delays

Time restrictions Loading and unloading operations
by HGV from 9PM to 9AM and
by LGV – from 10AM to 5PM
will reduce traffic congestion and
significantly reduce the proportion
of freight vehicles during rush
hours
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Similarly, it should be noted that the reduction in the number of trucks on the street
sections, which will result from the implementation of restrictions, will optimize the
movement of public transport vehicles, positively affect the punctuality and regularity
of service, contributing to the competitiveness of this transport mode.

Technical analysis of the measure “Parking ban for trucks” is presented in Fig. 3.
Installation of road signs and, as a result, the change of the traffic scheme by the local
authority must be coordinated with the relevant departments of the National Police [16].
Technical analysis of the Time Restrictions measure is presented in Fig. 4.

Parking ban for 
trucks requires the installation of appropriate road signs at the beginning and end 

of the street in both directions 
(4 units);
the cost of project implementation takes into account the purchase and 
installation of road signs 
(about 66 euro for signs); 
requires the approval of the local 
authorities; 

encouraging local authorities to use 
online resources that have accessible 
information about permitted 
downtime; 
alerting drivers to possible resting 
places. 

Fig. 3. Technical analysis of measure “Parking ban for trucks”.

Time restrictions requires the installation of appropriate road signs at the beginning and end of 
the street in both directions 
(4 units);
the cost of project implementation takes into account the purchase and 
installation of road signs 
(about 87 euro for signs); 
according to natural observations, the majority of logistics operations occur 
during the peak of customer activity – from 5 pm (regarding LGV), so 
performing these operations at off-peak times would be the best option;

requires the approval of the local 
authorities; 
requires the approval of the supply 
chain participants;

coordination with local store owners 
of time restrictions;
the question of the availability of staff 
ready to accept goods in limited time, 
as well as payment for labor (if 
required) is raised. 

Fig. 4. Technical analysis of measure “Time restrictions”.

To install road signs, an initiator must apply to the City Council and receive permis-
sion for installing road signs [17]. According to DSTU 4100:2014 of Ukraine [18], the
installation of road signs without an agreement with the Ministry of Internal Affairs of
Ukraine according to the Law of Ukraine “About Road Traffic” is prohibited.
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The expected environmental and social impact of themeasures are offered in Table 2.

Table 2. Environmental and social impact of the measures

Measure Environmental change Social change

Parking ban for trucks Increasing capacity due to the free
lane (or part of it) will reduce
traffic delays and increase the flow
rate, thereby reducing the number
of emissions

Ensures the safety of pedestrians
and drivers, especially at night

Time restrictions Significant reduction of noise in
the residential area in peak
periods and the level of vibration
that destroys the road surface

Reducing the noise level of nearby
areas, but negative for the owner
of the stores can be

The next step is to determine the impact of these possiblemeasures to be implemented
on the stakeholders. Detailed information is obtainable in Table 3.

Table 3. Impact analysis by stakeholder

Group of stakeholders Positive impact Negative impact

Local authorities 1. Accidents risk reduction
2. Minimum inconvenience
caused by UFT
3. Improve livability
4. Additional finance for budget
as a result of violations

1. Additional costs for realization
project (but not so high)
2. Lawsuits for
violation/restriction of
entrepreneurial activities

Receivers 1. Increase of load & unload
availability because of no peak
period of customer activity
2. On time delivery of products,
with a shot lead-time
3. Reducing the time and costs
spent on cargo inspection

Not for all of them because of
changing in the goods acceptance
schedule – lawsuits for
violation/restriction of activities

Logistics service
providers/carriers

1. Increase of vehicle productivity
2. Accidents risk reduction
3. More availability of curbside
space and time and reduction of
conflict between cargo vehicles
and other road users

Change in the delivery schedule
(but temporary) – lawsuits for
violation/restriction of activities

(continued)
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Table 3. (continued)

Group of stakeholders Positive impact Negative impact

Suppliers/shippers 1. Are benefited with better
service level due to the reduction
of the lead time in the last mile

Change in the delivery schedule
(but temporary)

Residents/local
population

1. Traffic congestion and local air
and noise pollution emission
reduction
2. Accidents risk reduction
3. Dwell-time operations do not
disturb the shopping process

Noise and vibration increasing at
night, but will not exceed the
normative values

3.3 Scenario Before and After

In the “before” context, in the studied area were moving 327 HGV and 575 LGV during
peak periods with a speed of flow 35–40 km/h. In the “after” scenario it is assumed
reduction of HGV and LGV proportion during the peak period and change in noise level
(increasing at night, but reduced equilibrium distribution during the day) and increasing
of speed. A summary of the two scenarios is reported in Table 4.

Table 4. Summary of the two scenarios supposed

Features Before After

Number of HGV during peak period, cars 327 295

Number of LGV during peak period, cars 575 450

Noise level at day, dB 62.9–73.4 63–70

Noise level at night (after 9 PM), dB 50–55 55–57

Speed of flow, km/h 35–40 45–50

Althoughmost HGV pass through in transit, some part of the vehicles has dwell-time
operations at the selected site. It is assumed that after the implementation of themeasures,
this portion will operate at night which will help to reduce the proportion of trucks in the
flow and, accordingly, increase the speed of movement and reduce delays. The situation
is similar for LGV, however, the measures suggest that this mode of transport will be
unloaded during off-peak periods, thus increasing the share of LGV from 10 am to 5 pm,
and at other times LGV are only eligible for transit passage. Since the LGV flow will
prevail in the daytime, the noise will be higher (or stay at the same level) and distributed
equally during the day but will not exceed the normative values. If we talk about HGV,
we should not expect high noise levels at night because the flow of individual vehicles
will be reduced to 100 units per hour which in total will not exceed the normative values
of noise levels at night, namely – 45 dB.
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However, it should be noted that meanings in Table 4 obtained near the road, but
there are greenery plantings along the road – forest plantations – which represent a
sanitary protection zone and prevent the spread of noise to the adjacent areas (in this
case – residential buildings). The width of this zone is about 85–90 m, therefore the
noise level near residential buildings meets the standard values.

3.4 Impact Assessment

Logistics Sustainable Index methodology, that developed according to the project SUL-
PiTER, Interreg Central Europe, is applied to provide the impact assessment of pro-
posed initiatives. Logistics Sustainability Index (LSI), a Multi-stakeholders Multi Cri-
teria Decision Analysis tool used to aggregate normalized values of indicators into a
unique index. This index is able to assess the city logistics measure’s impacts over a
given impact area, and eventually aggregate different indexes to assess the overall con-
venience of a measure [19]. The calculation process of the LSI is composed of six steps:
selection of the impact area, criteria, indicator, weighing process, value normalization
and LSI calculation. The choice of the impact area depends on the primary and secondary
objectives of the cities or the stakeholders. Three major impact areas were highlighted
for assessing the impact – economy, environment, transport, and mobility, Table 5.

These indicators were taken into consideration due to the possibility to evaluate dur-
ing the observation. The monetization of economy and energy data including investment
costs, management, and personnel were determined on the basis of the average salary
of the workers in the region concerned [20]. The monetization of road signs and their
installation depends on size, material and composition. The monetization of the noise
level has been made following the guidelines of SULPiTER [16]. Firstly, it was neces-
sary to determine the population exposed to noise pollution by observation which is done
by multiplying the population density and the pertinence surface. Then, the percentage
of a-few/not-annoyed people, the percentage of annoyed people and the percentage of
very annoyed people for road transport.

The indicators of the Environment impact area (CO, NO2, SO2, NMVOC, PM10,
NH3, CO2 concentrations) have been calculated using the methodology for calculating
emissions of pollutants and greenhouse gases into the air from vehicles [21] based on
the average number of vehicles, fuel consumption rates by vehicle type, and specific
emissions in kilograms per kilogram of fuel. The cost of each gram of a certain emission
per 1 kg of diesel fuel was taken according to the SULPITER Handbook [16], and
monetization was done based on the calculations made. Then, the same methodology
has been applied for the “after” scenario. The number of accidents has been computed
in the “before” scenario through the statistical data. Not a single fatality with or without
a pedestrian on the selected road segment has occurred in the past year.

The use of indicators of different contexts, nature and values in a common assessment
methodology, requires establishing a commensurate scale, thus making indicator values
dimensionless. This had been achieved by means of the normalization of values of each
criteria and indicator into the set of dimensionless real numbers [16].
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Table 5. Indicators of the two scenarios supposed

Impact area
(weight)

Criterion Indicator Unit Before After

Economy and
energy
(0,32)

Development Local/regional development Likert scale 4 5

Benefits Strength and diversification of local
economy

Likert scale 1 3

Costs Investment costs e 0 300

Management e 0 500

Personnel e 0 600

Equipment/materials/infrastructure e 0 153

Economics
and financial
risks

Reduction of the foreseen capacity
of freight transport system in a city

Likert scale 3 4

Delayed receipt of funds Likert scale 3 4

UFT activity economic aging Likert scale 3 4

Environment
(0,33)

Air quality CO emission g/year 5,13 4,25

NMVOC emission g/year 1,05 0,87

Nox emission g/year 0,02 0,02

PM emission g/year 0,59 0,49

NH3 emission g/year 0,15 0,13

SO2 g/year 4,4 3,7

GHG
emissions

CO2 emission g/year 480,5 398

Noise Noise level dB (A) 48 46,5

Transport and
mobility
(0,35)

Level of
service

Punctuality % 60 90

Market response % 60 80

Customer satisfaction Likert scale 3 5

Supply chain visibility Likert scale 3 5

Safety and
security

Accidents Number/veh-km 4 1

Transport
system

Violations % 30 5

UFT vehicles Load factor % 60 90

Vehicle utilization factor % 50 90

IT,
infrastructure
and
technology

Underdeveloped transport
infrastructure

Likert scale 2 4

(continued)
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Table 5. (continued)

Impact area
(weight)

Criterion Indicator Unit Before After

Low quality of transport
infrastructure

Likert scale 1 3

Limitations at developing and
changing the existing infrastructure

Likert scale 3 4

Infrastructure usage Likert scale 1 4

3.5 Logistics Sustainability Index (LSI)

Calculation of Logistics Sustainability Index (LSI) is based on the weighted sum model
is represented in Fig. 5.

Fig. 5. Impact areas’ performances in the “before” and “after” scenario.

Based on the calculations, the greatest improvement is observed in the transport
and mobility area. Economy and energy remained almost at the same level, there is a
slight improvement because the implementation of these measures requires costs. The
environment has also improved.

4 Conclusion

In this paper, it was proposed to introduce firstly in Kharkiv city logistics measures
such as Parking ban for trucks and Time Restrictions to reduce the negative effect of
trucks on the road of Oleksiyivka district of the city. The effectiveness of the measures
had been assessed by applying Logistics Sustainable Index methodology. Based on the
calculations, the greatest improvement is observed in Transport and mobility – from
0,319 to 0,581. I consider this impact area to be the most important among those chosen
because its improvement will lead to improvements in other areas. Economy and energy
remained almost at the same level, there is a slight improvement because the implemen-
tation of these measures requires costs – from 0,508 to 0,51. The environment has also
improved from 0,264 to 0,333. The total LSI increased from 1,09 to 1,424.
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It’s the first attempt to apply city logistics measures in a Ukrainian city. It’s expected
that the experience of evaluating and implementing different initiatives for achieving a
sustainable city transport system in Ukrainian cities will be shared and adopted from
the best practices of cities. It’s obvious, that such an approach has its pros and cons,
but it allows complex to consider the implementation of city logistics initiatives and
make a decision about the necessity of its implementation, or reconsider the impact
areas, criteria if required. However, it’s a respectable instrument, that allows introducing
for policymakers and stakeholders impact of all areas in the city of the initiatives. The
flexibility of such methodology allows adapting this instrument to different cities with
diverse characteristics and requirements and assessing its impact.
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Abstract. Intermodal transport dealswith carriages of freights in intermodal load-
ing units using different transport modes, without goods reloading while modes
changing. This kind of transport is intensively developing worldwide, and its effi-
ciency is regularly increased. The article aims to investigate the directions for
improving the efficiency of intermodal transport of goods. The case study of Pol-
ish market was analyzed, and opinions of practitioners involved in intermodal
transport operation were investigated. The activities that may improve intermodal
transport efficiencywere determined. The questionnaire surveywas developed and
filled in by the group of intermodal transport companies’ representatives. Research
results analysis revealed that automation of handling processes and infrastructure
quality improving are the main activities perceived by respondents’ group as the
most essential for improving the efficiency of intermodal transport. The results
of the research may be useful for transport and logistics companies, as well as
decision-makers who are involved in intermodal transport development.

Keywords: Intermodal transport · Transport efficiency · Development directions

1 Introduction

Intermodal freight transport is dynamically developing worldwide, including individ-
ual European Union (EU) countries [1]. This kind of transport deals with transport of
loads in intermodal loading units (e.g. containers, swap bodies, semitrailers, etc.) using
infrastructure and transport means of different modes of transport (e.g. maritime, rail,
road, etc.) [2]. The whole transport process is planned and organized by forwarder or
multimodal transport operator. This process includes cargo carriage, as well as handling
operations performed at intermodal terminals located in seaports (ferry and container
terminals) and in the hinterland (rail-road terminals) [3].

Intermodal transport is considered to be the most environmentally friendly alterna-
tive to road transport that generates relatively high emissions [4], and its development is
supported by the number of legal acts [5]. Intermodal transport implementation allows
to efficiently reduce the handling duration and relieve congestion at every tranship-
ment point [6]. It is believed that intermodal transport plays significant role in reducing
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logistics costs and constitutes efficient way of organizing transportation activities [7].
The attention is paid to the fact that intermodal transport is developing much faster as
compared to transport of loads using other technologies [8]. This deals with the need
to carry out specific actions aimed at continuously increasing its efficiency. Conducted
available literature analysis revealed that individual countries undertake the number of
activities aimed at improving intermodal transport operation. However, the activities that
may improve intermodal transport efficiency, considering opinions of different groups
of practitioners involved in intermodal transport operation, were analysed to the small
extent. Research question was formulated as follows: “How the efficiency of intermodal
transport may be improved, considering practitioners’ viewpoint?”.

The paper aims to explore the directions for improving the efficiency of intermodal
freight transport. The activities that are considered by practitioners as themost important
for enhancing intermodal transport efficiency were determined and analyzed in detail.
The paper includes literature review part and description ofmethodology used to conduct
the research. The Results section presents the outcomes of conducted investigations and
shows the directions of improving efficiency of intermodal transport. In order to sum up
the conclusions have been drawn.

2 Literature Review

Efficiency of transport process is dependent on effectiveness of work organization of
all transport participants [9]. It deals with the result of the actions undertaken and is
described by the ratio of achieved results (e.g. profits from the activity, etc.) and the
incurred inputs (e.g. financial resources, etc.). It is often analyzed using in time- and
costs related aspects [10].

Intermodal transport efficiency improvement needs innovations implementation. For
that purpose, significant funds are required. Therefore, detailed needs analysis allows to
set the list of solutions and activities to be implemented effectively [11].

Transport infrastructure is one of the basic elements of intermodal transport systems
that condition its efficient and effective development [12]. The density and high quality of
linear (e.g. roads) and punctate (e.g. transshipment terminals) infrastructure elements of
individual transportmodes determine its availability. The development and improvement
of infrastructure extends the scope of transport operations, allows for the acquisition
of new markets for transport services and influences economy of urbanized areas [13].
Several favorable conditions for the development of intermodal transport were identified
by Smolnik [14]. Among these conditions favorable geographic position, expanding
terminals’ infrastructure, rail transport development potential wasmentioned.Moreover,
optimal localization of intermodal terminals within transport network conditions future
cargo carriages [15].

The means of transport used to transport intermodal loading units should be adapted
to potential of the existing transport infrastructure. Additionally, the structure of the
rolling stock of the individual modes of transport has to be adjusted to handle any type
of intermodal loading unit [16]. Its differentiation enables the selection of the appropriate
type of transportmean for cargo carriagewithin the individual links of the transport chain.
The age and technical condition of the rolling stock affects, among others the level of
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transport safety and costs of the transport process (e.g. fuel consumption). Rolling stock
constitutes an area susceptible to the implementation of innovative solutions, due to the
need to increase the level of transport safety and reduce the negative impact of transport
on the natural environment.

The difficulties to performcargo handling operationsmay influence intermodal trans-
port efficiency [17]. The improvement of technological solutions applied in this area
affects, among others, the possibility of uninterrupted handling and control of transported
cargo conditions. Intermodal terminals are the key transshipment points for servicing
intermodal loading units and transport means [18]. Within these facilities the efforts are
made to improve handling processes of cargo and transport means, which may result in
shortening their duration, simplifying the documentation flow (e.g. in electronic form
with the use of modern systems), reducing the level of costs and energy consumption,
etc.

It was emphasized that road freight transport dominates the terrestrial transport mar-
ket, and increasing of the share of other transport modes, especially rail transport is
needed [19]. The attention was also put to the need to optimize intermodal networks
improving sustainable transport efficiencies [20]. Furthermore, intermodal terminals’
layout may allow to reduce the total cost and time of containers transport from the port
to their destination [6].

The implementation of innovative technical and technological solutions is currently
carried out on a large scale in many areas of intermodal transport. It makes it possible to
relieve employees and automate processes, influencing duration of preformed activities
and increasing their efficiency [18].

Information flow and sharing is necessary for processes management in inter-
modal transport. Multi-source information may cause information conflicts and reduce
efficiency of transport activities [21]. Therefore, optimization of information sharing
processes and information flow improvements are caried out.

In the available literature the attention is also paid to the need to promote inter-
modal transport [22]. Agamez-Arias and Moyano-Fuentes [23] put attention to frames
elements and variables that impact intermodal transport systems’ logistics efficiency.
They mention i.e. the quality of service, information and communication systems, and
freight planning and linkages among system operators to provide an adequate service.
Consequently, reliable cooperation between enterprises is very important to assure the
processes efficiency. It was highlighted that cooperation and joint planning of activities
will allow more efficient use of available resources and thereby optimize transporta-
tion costs [10]. Innovative organizational solutions within intermodal transport chains,
implementing a variety of digital applications, support the provision of services and the
implementation of individual transport processes.

Educated management staff is crucial for the effective functioning of transport com-
panies. It makes strategic, tactical, and operational decisions, which require a wide range
of staff’ knowledge and experience. It is also responsible for implementing innovations
in the enterprise. The effectiveness of the application of new solution will be influenced,
among others, by the level of experience and competence of the company’s employees
[3, 24].
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Intermodal transport is supported by state authorities and international intermodal
transport associations in individual countries [8, 25]. The measures needed to improve
development of intermodal transport in Poland were identified by Mindur and Pawęska
[26]. The attention was put to the need of preparation of a legal act on granting finan-
cial aid for intermodal transport, creating dedicated Intermodal Transport Fund for
supporting the development of this transport system, creating a legal basis for using
environmental protection fund and other activities.

Furthermore, series of planning programs to improve intermodal transport efficiency
have been proposed in different countries [27]. For example, in Poland “The Strategy for
Sustainable Development of Transport until 2030” [5] has defined strategic viewpoint
on national transport development. It is assumed that the development of intermodal
transport should be approached systematically, various investments and non-investment
activities should be applied in relation to intermodal transport elements, including lin-
ear and punctate infrastructure, rolling stock, loading units, legal regulations, etc. [28].
Moreover, in Poland general directions of intermodal transport development are spec-
ified in the document “Directions for the Development of Intermodal Transport until
2030 with a perspective until 2040” [28]. This document defines the main goal for
the development of intermodal transport, which deals with creating optimal conditions
for intermodal integration in the Polish transport system and increasing the use of rail
transport in intermodal transport. The objectives and measures for the development
of intermodal transport include the emergence of comprehensive projects for the use
of intermodal transport in supply chains, improving the competitiveness of intermodal
transport, digitization of intermodal transport.

Based on available literature analysis itmay be stated that there is a need to investigate
activities that are currently perceived by practitioners as the most and least important to
improve intermodal transport efficiency.

3 Methodology

The literature review was carried out to collect information necessary to conduct inves-
tigations. Based on the results of this review, the questionnaire survey was developed.
The questionnaire was prepared in electronic form in Polish and was divided into two
parts. First part allowed to set respondent’s profile, the second one contained thematic
questions. The practitioners were asked to answer the following question: “What would
you suggest in order to increase the level of efficiency in intermodal transport?”.

Based on conducted literature review the activities that may be essential to increase
the efficiency of intermodal transport were identified. These activities included:

– More financial resources allocated to innovations implementation (A1),
– Conducting detailed needs analyzes (A2),
– Improving the quality of transport infrastructure (A3),
– Implementation of innovative transport means (A4),
– Improving handling techniques and technologies in terminals (A5),
– Increasing the share of rail transport in intermodal transport (A6),
– Extension the network of intermodal terminals (A7),
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– Automation of transshipment processes (A8),
– Improving information flow (A9),
– Greater promotion of intermodal transport (A10),
– Improving cooperation between enterprises (A11),
– Increasing the level of staff qualifications (A12),
– Financial incentives and other types of governmental support for entrepreneurs (A13).

The case study of Polish intermodal transport market was considered. In 2020 in
Poland 34 intermodal terminals were involved in loading units’ service (Fig. 1) [29]:

– 4 handled sea-rail and sea-road shipments (terminals located in seaports),
– 30 handled rail-road shipments (rail-road terminals).

Fig. 1. Location of intermodal terminals in Poland [29].

According to Central Statistical Office [29] in 2020 the total annual throughput
capacity of intermodal transport terminals in Poland was 8.2 million TEU, including 5.2
million TEU serviced in terminals located at seaports, and 3.0 million TEU – in rail-road
terminals. In 2020 a 5% increase in transshipment was observed compared to 2019. A
total of 77.9 million tons of containerized cargo were handled at intermodal terminals,
including:

– 29.2 million tons – carried by maritime transport means (which accounted for 37.4%
of the total cargo transshipped in intermodal terminals),
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– 25.5 million tons – transported by roads (32.7%),
– 23.3 million tons – carried by railway transport means (29.9%).

The surveywas carried out in Poland in September andOctober 2021. The developed
questionnaire was sent to 53 intermodal transport companies in electronic form by email.
Among these companies there were: container and ferry terminals located in seaports,
rail-road intermodal terminals and freight forwarding companies that plan, organize, and
monitor carriages of goods using intermodal transport.

The questionnaire was filled in by 21 representatives of intermodal transport com-
panies. Then, the obtained results were analyzed in detail, and conclusions have been
drawn.

4 Results

The respondents who filled in the survey were managers employed in intermodal trans-
port terminals located in seaports (7 persons) and rail-road terminals (7 persons), as well
as there were 7 forwarders working in transport and forwarding companies.

The distribution of answers put in the first part of questionnaire survey, while inves-
tigating respondents’ profile, is presented in Fig. 2. Among the respondents were men
(86%) and women (14%) with different work experience (up to 25 years).

Fig. 2. The answers to questions related to practitioner’s profile: (a) respondent’s gender; (b) the
number of orders that are related to intermodal transport in companies represented by the
practitioners.

The companies represented by practitioners were involved in servicing orders related
to intermodal transport: 48% of respondents worked in companies that serviced more
than 75% of analyzed orders within company’s activity, 28% of respondents indicated
that the number of mentioned orders serviced in represented companies was below 25%,
19% of respondents were employed in companies servicing 75–50% of orders dealing
with intermodal transport, and 5% (1 person) mentioned that the share of considered
orders is about 49–25%
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In second part of the survey, the respondents were enquired to suggest the activities
to increase the level of efficiency in intermodal transport. The practitioners were asked
to rate individual activities in Likert scale [30] from 1 to 5, where 1 – the least important
activity, 5 – the most important activity. Achieved answers analysis allowed to create
the ranking of selected activities and determine the most and the least important actions
that may increase the efficiency of intermodal transport (Fig. 3).

Fig. 3. Responds to the question: “What would you suggest in order to increase the level of
efficiency in intermodal transport?” (mean values).

Results analysis allowed to conclude that according to respondents’ opinion, it is
necessary to invest in transshipment processes automation (activity A8) to increase the
level of intermodal transport efficiency. This activity received the highest rates given by
18 practitioners. The needed actions should also concern the upgrading of infrastructure
quality of individual transport modes (A3), as well as improving of handling techniques
and technologies within intermodal terminals (A5).

The lowest scoreswere given to activities such as: financial incentives and other types
of governmental support for entrepreneurs (A13) and conducting detailed needs analyzes
(A2), increasing the level of staff qualifications (A12), which lead to the conclusion
that the problems with the efficiency of intermodal transport are mainly of a technical
and technological and/or organizational nature. It was also possible to set the activities
ranking within analyzed groups of respondents (Fig. 4 and Table 1).

Results analysis showed that all respondents’ groups had the same viewpoint on the
most important activity to improve intermodal transport efficiency (Table 1) indicating
automation of transshipment processes (A8). However, it should be noted that there were
differences in viewpoints on other selected activities, taking into account their impact
on intermodal transport efficiency.

Representatives of intermodal terminals located in seaports gave high ratings to
improving handling techniques and technologies in intermodal terminal (A5) and
increasing the share of rail transport in intermodal transport (A6). In their opinion the
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Fig. 4. Answers to the question: “What would you suggest in order to increase the level of
efficiency in intermodal transport?”, considering individual respondents’ groups (mean values).

Table 1. Ranking of activities influencing intermodal transport efficiency, considering respon-
dents’ groups.

Terminals in seaports Rail-road terminals Forwarders

Activity Mean value Activity Mean value Activity Mean value

A8 4.86 A8 4.71 A8 4.86

A5 4.57 A1 4.43 A3 4.71

A6 4.43 A5 4.43 A9 4.43

A3 4.29 A2 4.29 A7 4.29

A7 4.14 A3 4.29 A5 4.14

A9 4.14 A7 4.29 A6 4.14

A1 4.00 A4 4.14 A10 4.14

A10 4.00 A9 4.14 A4 4.00

A11 4.00 A12 4.14 A1 3.71

A12 3.86 A6 4.00 A11 3.71

A4 3.71 A10 4.00 A2 3.43

A13 3.57 A11 3.86 A12 3.29

A2 3.43 A13 3.43 A13 2.29
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least important activity that influence intermodal transport efficiency was conducting
detailed needs analyzes (A2), financial incentives and other types of governmental sup-
port for entrepreneurs (A13) and implementation of innovative transport means (A4).
It could be concluded that terminals’ needs analyses were already done, the needs and
ways to receive financial incentives have been identified.

In turn, representatives of rail-road terminals besides improving handling techniques
and technologies (A5) gave the same points to the need to allocate more financial
resources to the development and implementation of innovations within terminals (A1).
The least important activities in their opinion are: financial incentives and other types of
governmental support for entrepreneurs (A13), improving cooperation between enter-
prises (A11) and greater promotion of intermodal transport (A10). It may be stated that
terminals had already created cooperation schemeswith their clients, however, innovative
solution in rail-road terminals are still needed.

Forwarders’ representatives mentioned the important impact of improving the qual-
ity of transport infrastructure (A3) and improving information flow (A9), that is directly
related to the nature of the work performed. According to their viewpoint the least
important actions are financial incentives and other types of governmental support for
entrepreneurs (activity A13 received the lowest grades among other groups of respon-
dents), increasing the level of staff qualifications (A12) and detailed needs analyzes (A2).
Based on conducted literature analysis and the results of survey it was possible to deter-
mine the main directions of intermodal transport efficiency improvement, considering
the practitioners’ viewpoint (Table 2).

Table 2. Main directions of intermodal transport efficiency improvement, considering the
practitioners’ viewpoint.

Direction Activity indicator

Improving handling operations A5, A8

Infrastructure quality improvement A3, A6, A7

Improvement of processes organization A9, A11, A12

Transport means improvement A4

Improvement of financial and governmental support A1, A13

Promotion and detailed needs analysis A2, A10

It should be noted that identified directions (Table 2) are in line with intermodal
transport development strategies in Poland, however, reflect the practitioners’ needs and
priorities that may be taken into account by decision-makers who directly select and
implement particular actions.

5 Conclusion

The article aimed at determining the activities needed to increase intermodal transport
efficiency, considering practitioner’s viewpoint. Thirteen activities that may allow to
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improve this efficiency were identified and analyzed in detail. Based on collected data
analysis it was possible to develop a ranking of activities to increase the efficiency level
of intermodal transport. Automation of transshipment processes got the highest rates
among the considered actions. The importance of improving the quality of infrastructure
in individual transport modes, as well as the need to modernize handling techniques and
technologies used in intermodal terminals were also indicated.

It should be emphasized that opinions of considered respondents’ groups varied. All
groups ranked the need to increase the level of automation of transshipment processes as
the most important to improve efficiency of intermodal transport. Such activity imple-
mentation requires significant investments, however, allows to reduce operational cost
and handling processes duration. Research results also revealed the current needs and
directions to improve intermodal transport efficiency seen by practitioners. These needs
deal mainly with operational activity improvement.

It should be noted that research results are limited to Polish market conditions that
may influence the achieved results. However, the investigation outcomes show the direc-
tions that may be chosen by decision-makers to improve the efficiency of intermodal
transport. The results of the research may be useful for transport enterprises, logistics
and forwarding companies, as well as decision-makers who are involved in intermodal
transport operation and strategies development.

The directions of our future research will cover investigation of possibilities and
needs for implementation of innovations in intermodal transport.
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22. Milewski, D., Wiśnicki, B.: Modelling intermodal transport systems – directions for scientific
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Abstract. Transport network of the city is an important component and serves
for distribution of different goods. The effective and sustainable solution of the
distribution of goods in urban areas follows the concepts of City logistics. It is
aimed at fast and reliable transportation of goods in terms of effective and ecolog-
ical standards of distributions. Therefore, the researchers are looking for different
approaches that allow for fast and reliable logistics operations carried out by vehi-
cles andwaste disposal services. Thewide application of environmentally friendly
vehicles in urban logistics can help to mitigate such problems as environmental
pollution, global warming, etc. To shed light on the introduction of environmen-
tally friendly vehicles in urban logistics, the article conducted a systematic review
of the empty list literature on this topic.

Keywords: Green logistics · Vehicle Routing Problem · Ecologistics ·
Environment

1 Introduction

Among researchers in different fields and industries, environmental impact has recently
increasingly been considered. Therefore, decisions are made considering the ecological
factor and do not leave logistics aside, because it is one of the main sources of different
pollution [1].

Recently, you can see a greater interest in the concepts of sustainable development.
And from the point of view of logistics, and to sustainable transport. The distribution of
goods, characterized by movement between distribution centers, warehouses and retail
activities, is an integral part of urban activity. Automobilization and traffic growth have
a significant impact on sustainable development. Because of the resulting congestion,
urban traffic is responsible for 40% of CO2 emissions and 70% of other pollutants.
As for noise emissions and air pollution, the movement of freight vehicles is 40%. All
European cities are concerned with this issue [2].

Due to the spread of e-commerce and the latest management principles (“just in
time” and others), the demand for cargo distribution in the city grows year by year. The
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pandemic COVID-19 was also an important aspect of the growing demand for distribu-
tion of huge daily volumes [3]. At present, problems have emerged due to the increase in
traffic in the cities, namely: congestion, air pollution, lack of public space, noise emis-
sions, etc. All factors reduce the quality of life of the inhabitants. The paper [4] found
that City logistics has a significant impact on the following aspects of sustainability:
economic (cost of supplies, etc.), environmental (CO2 emissions, noise pollution) and
social (congestion in the city on others). To solve these problems, the authorities pay
attention to initiatives on sustainable development (for example, the use of more envi-
ronmentally friendly vehicles, the policy is aimed at rules of freight distribution, such
as the load capacity of the vehicle, introduction of time windows, etc. [5]). In the White
paper of 2011, highlights transport goals pursued by the European Union and govern-
ment policy in this sector. The document refers to reducing greenhouse gas emissions
by 60% in 2050 in the transport sector. It should be mentioned that in White paper of
2011 on transport also considered ways of achieving energy and ecological goals (tech-
nological innovations, which can increase energy efficiency of vehicles, introduction of
new technologies and engines for environmentally friendly transport).

2 Literature Review

2.1 Definitions and Basic Principles of “Green Logistics”

Also, among European countries there is a belief that for several reasons it is necessary
to use more ecological vehicles («green» vehicles – with an intensity of emissions up
to 120 g of CO2 emissions per km). Because of this, the European Committee pays
much attention to environmental issues, all sectors and organizations are under pressure
to implement relevant policies. Therefore, the interest in the development of “green
logistics” (GL) by companies, government and society is growing especially because
traditional logistics cannot meet the requirements of the present and has a direct impact
on the environment. Transport is the source of environmental pollution and the user of
natural resources, so the environmental issue cannot remain outside the scope.

In [6] the termGL is defined as the practice of chainmanagement of logistics systems
and strategies, with emphasis on reducing ecological and energy traces of distribution
of goods which is focused on materials processing, waste management, packaging and
transportation.

Many researchers pay attention to the definition of GL and its description. Such
work of authors [7] noted the components of GL, namely: all kinds of activity connected
with eco-efficient management of return flows of products and information between
production and consumption. Researchers define GL: how to manage the green sup-
ply network; the activities of organizations considering environmental components and
integrating it into supply chain management to change environmental performance [8].
The main green logistics activities include different distribution strategies that assess
the environmental impact, reduce energy use in logistics operations, reduce waste and
manage it. This term is also considered from the point of view of sustainable develop-
ment, where it is defined as «production and distribution of goods in a sustainable order,
considering ecological and social factors» [9]. The definition of WCED (1987) sustain-
able development and corporate responsibility corresponds to the interpretation of GL.
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Therefore, the principles of «green logistics» are becoming more and more attention due
to the deterioration of the environment all over the world [10].

Three pillars of sustainable development can be applied to GL. As noted in the def-
initions of this term earlier, in the past, companies coordinated their logistics activities
(distribution of goods, freight transportation, warehousing, packaging, material pro-
cessing and data collection and management to meet the demand of customers on the
minimum costs, which are related to monetary conditions). Now stakeholders pay more
attention to the environment, so the negative impact on it is seen as one of the factors
of cost. Many companies consider the external costs of logistics operations related to
the environment (climate change, environmental pollution, noise). GL is an attempt to
identify ways to reduce these external effects and achieve a more sustainable balance
between environmental, economic, and social goals [11].

Over the past 40 years, GL has been several ways, for example:

– reduction of transport costs [12],
– City logistics [13],
– corporate environmental strategies in the field of logistics [14],
– reverse logistics [15],
– management of the «green» supply chain [11].

GL also presents three perspectives: public (for private sectors), operational (for
strategic planning) and local (for global). The first prospect of GL refers to those who
have begun to push the government to implement a policy of mitigating the devastating
effects of the movement of goods. The private sector has also begun to formulate envi-
ronmental strategies at the corporate level. Efficiency is aimed at increasing corporate
commitment to GL. The local and global perspective is focused on the relevant impact
on the environment of air pollution, vibration, noise, accidents, etc. [13].

Nowadays the term GL is often used as “the result of logistics activity, which is
primarily motivated by environmental considerations”. The term GL is also defined
as the use of cost-saving, convenient options for transportation, but the priority is the
company image [14]. GL is often known as “environmental logistics”, defined as “un-
derstanding and minimizing the environmental consequences of logistics” [15]. These
measures are intended to assess the environmental impact on transport, which reduces
fuel consumption and the use of different types of resources.

And in the paper [16] there are four factors that influenceGL, namely: company, con-
sumers, governments, and society. Consumers have their own requirements for «green»
products and services. Customers, especially with high environmental awareness, may
require products delivered by clean vehicles or products that have a minimum emission,
forcing suppliers to move to “green solutions”. In general, external and internal fac-
tors that influence the adoption of environmental policy by companies can be divided.
Pressure of stakeholders, environmental regulations, industrial sector, company size,
geographical location of retailers, internationalization, strategic attitude, position in the
value chain, management relations and motivation, manager characteristics and human
resources are the appropriate environmental and organizational changes that often appear
in the work of different researchers considering such topics.
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The principles of GL were being studied not so long ago. One of the important
articles written on this subject is the paper [14]. The authors considered various ways
of solving the existing problems, among them: reduction of the intensity of freight
vehicles, distribution of goods on less coal-fired vehicles, increase of the efficiency of
transport vehicles, increase of energy efficiency of freight operations, decrease of CO2
emissions while using freight vehicles, decarbonization of warehouse operations and
other things.Themost important in spreading the problemsofGL is that stakeholders take
responsibility for the negative impact on the environment from their activities. Therefore,
companies are considering the possibility of including environmental thinking in their
business strategies, for example in Polish companies [14].

As noted in the paper [17], achievement of the goals of GL is based on two strate-
gies: to promote the introduction of environmentally friendly vehicles; to develop and
implement political measures to reduce the negative impact of urban distribution. In their
work, the researchers found that the number of works published in this field and similar
directions has grown rapidly in recent years.

2.2 Vehicle Routing Problem

In 1959, the Vehicle Routing Problem (VRP), which deals with the distribution of goods
between stakeholders with known needs, was highlighted. This problem is described on
the matrix (network of urban roads). In turn, it consists of road areas, the location of
retailers, warehouses and transport links. Sections of the road – arcs (directional or non-
directional, depending on the possibility to move in one or both directions). The location
of stakeholders is represented by nodes. The basic variant of VRP is the Capacity Vehicle
Routing Problem (GVRP), inwhich each vehicle has a limited load capacity, each retailer
is associated with a fixed demand that cannot be divided. Route optimization results in
significant savings from previous researchers estimates from 5 to 30% or from 5 to 20%.

There are the following variants of VRP: limited distance, limited time windows
for distribution of goods, the problem of reverse transport (VRPB), self-delivery and
delivery (VRPPD).

Various goods are transported by vehicles, which account for 25% of the city’s street
traffic. With the allocation of problems with transport, growth of population of cities and
pressure of the public, the number of research of urban logistics has increased. Despite
growing interest in this topic, City VRP is not considered enough. Urban logistics is the
process of full optimizationof the logistics and transport activities of private companies in
urban areas, considering the transport environment, congestion and energy consumption
within the market economy. Also, the goal of urban logistics is global optimization of
logistics systems in the urban area, considering the costs and benefits of the schemes for
the public and private sectors. In the paper [18] the author has allocated four types of
steaks: guides of goods, carriers, residents and administrators. The lawyers of goods on
thegoal are sales of productswith themaximumlevel of service.Carriers provide services
for distribution of goods from freight forwarders to retailers, minimizing transport costs.
Residentswant to have a living environment (free of pollution, congestion and accidents).
On the other hand, city authorities are more interested in improving the economic and
ecological state of the city.
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Researchers have highlighted that VRP is a mathematical programming model. In
1964 the authors proposed a principal heuristic method [19]. Over the past decades,
research of VRP models and their solutions have been conducted and published. Real-
time traffic information was a key driving force in City VRP [20], to build smart routes.
Thus, a method of data collection such as Floating Car Data has appeared. Also, some
cities have introduced a policy to reduce the difference in air pollution and noise by
entering time windows for moving vehicles. At present, one of the fundamentals of
“green policy” is fuel and environmental issues.

2.3 The Position of Stakeholders Regarding the Solution of VRP

Optimization of routes by vehicles in cities is caused by two goals, namely: reduction
of congestion, increase of mobility of transport services of goods in urban areas at
minimal costs and positive contribution to environment and sustainable development
by reduction of pollution and noise or improvement of life of inhabitants of the city.
But depending on the involved stakeholders, their goals differ. The position of the state
authorities can contradict individual results and goals of private stakeholders, whose
aim is to increase their economic benefits. The control of traffic flows is carried out
by carriers, but local authorities can influence them by means of the introduction of
appropriate rules. The combination of different goals and influence makes the vehicle
routing models very different. Designed for local authorities to assess the impact of the
new policy are theoretical. On the part of private companies, the aim is to satisfy the
daily demand of consumers at minimal costs.

Local government policy can be implemented as a restriction of access to certain
special zones during certain periods. The initial problem is known as a Vehicle Routing
Problem with Access timeWindows (VRPATW). The access time windows (TW) differ
from TW in VRP: they restrict access to the total corresponding zone (limited zone).
They do not relate to the time of delivery, but to the time of day when vehicles can enter.
In paper, the authors [21] show that this type of regulation imposes additional costs on
carriers and makes them attract more vehicles. Limited access policy principles can be
combined with the introduction of a distribution center (CDC) in a system where goods
are shipped to cleaner vehicles for last-mile delivery. Under this regulation, prohibited
areas are valid for some types of vehicles and distribution is not limited in time. The
authors [22] show how this will reduce the number of freight vehicles in the city center.
And model this configuration as a two-stage VRP (2E-VRP) and assess how CDC can
reduce overall costs compared to VRP costs. In work [23] the decisions concerning
time windows and the task of synchronization of different categories of vehicles are
considered in more detail. The authors [24] also research the impact of TW restrictions
and vehicle movement on distribution of goods in cities. They calculate routes with the
classic VRPTW solution, changing the data to simulate the different scenarios they want
to compare. Also, develop an app to help authorities assess different scenarios of the
delivery system based on a single CDC located near a medium-sized city. The problem
that arises is the Multi-Trip VRP of TW, which considers both self-driving and delivery,
as well as a different fleet of vehicles.

The planters need to consider several important aspects. The first of them is a strong
connection in urban areas between time of day and time on the road. Several authors



Analysis of Urban Freight Distribution Management Methods 825

follow this line and include time dependence to their VRP models [25]. According to
the results, it is evident how this helps to reduce CO2 emissions by 7%, and decisions
calculated without considering time-dependent on the road, lead to up to 60% of missed
time windows when estimated according to traffic time.

Also, an important characteristic of cities,which cannot be ignored, is their dynamics.
There are the following technical solutions to combat unforeseen events: fleetmonitoring
during operation and response to them by means of a reasonable regulation of the route
of vehicles. This information can be used to optimize a route [26].

Also, an important aspect to consider is the structure of the road network, especially in
old cities: narrow streets, availability of parking places, often one-way traffic directions
[21]. Due to structural features and restrictions, there is a problem with entering the
city center for large freight vehicles. And the capacity of smaller vehicles causes an
excessive quantity of trips during the day. Therefore, the optimization of the route differs
from the traditional VRP, where one trip is allowed for each vehicle. Many authors who
researched this situation (in the context of urban logistics) [27]. The first who considered
the distribution of various goods in Berlin, fresh food in Duisburg or drinks in Dortmund,
demonstrated how it helps to better use time windows and vehicle capacity. Cooperation
and collaboration among companies are also topics of great interest [27]. Authors show
how sharing systems can improve service quality, cost of routing, and reduce CO2
emissions.

At present, considerable attention is paid to the development of transport infrastruc-
ture, modern mechanical and mathematical models are offered. In particular, this applies
to electric transport, considering both economic parameters [28] and technical issues of
operation [29].

3 Research Results Analysis

The paper considers several topical issues that have been researched by variousUkrainian
authors.Highlighting the criteria that interested us, a significant number of articles related
to other issues were removed. Table 1 presents only those elements that remained in the
selection, which is 126 works.

The data obtained were structured over the years into lists and the key topics they
reveal were analyzed. All published works considered the country in which the articles
were published. Selected works have been published in Ukraine.

Table 1. Search by database according to category filters.

Search by Google Scholar Records

“Green Logistics” 99

Vehicle Routing Problem 27

In Fig. 1a,b shown 99 and 27 scientific articles broken down by year, as defined in
the databases. In addition, based on this, we can note the growing trend of research in
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(a)                (b)

Fig. 1. Annual scientific publications on: (a) GL; (b) VRP

these areas. Regarding Fig. 1a, it can be concluded that in 2002 the topic of GL research
began. Subsequently, it was studied steadily, but since 2018 the number of studies has
increased almost 3 times.With the growing importance of «green logistics» in the world,
draw attention to this research topic, which has been growing ever since. In 2021, the
largest rate of published articles. Thus, Fig. 1b shows that the consideration of Vehicle
Routing Problems began in 2008, and in 2016 most articles on this topic were published.
After 2016, we can say that research in this area continues.

Table 2. Maine keywords risen by research.

Keywords Records

Green Logistics, approaches, principles 99

Enterprise/manufacture based on GL 54

Reduce resource use/use of alternative energy 53

Government level/norms and standards in GL 64

Logistics management considering the principles of GL 47

Waste management/reverse concept 64

Green Logistics in sustainable development 37

Cost minimization due to implementation GL/VRP solution 44

Modern technologies/real-time monitoring when VRP is solved 40

Stakeholders in GL/when solving VRP 38

Term “Ecologistics” 21

The impact of globalization on GL 16

Environmental safety 13

Management/marketing in GL 11

Ecological vehicles in GL 7

Vehicle Routing Problem 21

Time window (TW)/Restrictions 13
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Therefore, we will consider the main keywords and topics that are found in the
work under consideration. Table 2 presents a list of keywords in the researchers and the
quantity of publications, respectively.

Therefore, in the first group of search queries, the most mention of GL, application
at enterprises, use of resources and maintenance of “green” policy at the government
level is mentioned. Note that waste management and disposal were also frequent issues
in the review of the paper investigated.

When considering the Vehicle Routing Problem, it has been highlighted that the
studies often consider stakeholders (especially consumers and producers). Also, when
researching this topic often use a restriction policy such as the introduction of time
windows in service.

Table 3. Crossing Matrix (search area vs keywords) based in the records.

Research area
#Records 99 54 53 64 47 64 37 44 40 38 21 16 13 11 7 21 13
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6 Management 6 4 4 4 4 3 3 – 3 2 – – – 2 – – –
13 Ecology 13 8 7 5 3 12 6 3 4 3 7 4 2 3 1 – –
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More detailed use of keywords is described in Table 3. The published papers are
broken down by topics and the number of mentions in each of them has been allocated.
So, we see that the most works are written in the sphere of logistics and economy.

The largest number of mentions of the term GL, also many “enterprises and manu-
facturers”. Because the papers emphasize that responsibility falls on these stakeholders.
The mention of the state and government levels is conditioned by the necessity to imple-
ment the relevant environmental policy. It is the state objects that should be directed to
save the environment.

Note that a new concept is introduced – “Ecologistics”, which is mentioned in works
21 times in different spheres of research.

As for the consideration of publications on the search for “VehicleRouting Problem”,
different spheres of research consider this issue. Such as logistics, economics, modeling,
computer mathematics. The introduction of restrictions (time windows) in algorithms of
route construction and introduction of modern technologies (real-time data collection)
is considered.

4 Conclusion

The paper examined 126 articles published by Ukrainian scientists and researchers
related to topics of GL and VRP. From the search in the web-resource Scholar and
several various works, only those publications that met the request are allocated. For the
first time such a deep analysis of literature in the field of GL and VRP was carried out.

At the first stage of the analysis of publications the tendency of increasing interest
to the first and second themes was formed. We have concluded that in 2002 the topic of
research of GL was started. It has been researched steadily since then, but since 2018 the
number of papers has increased almost 3 times. With the increasing importance of GL
in the world, the research topic, which has since grown in 2021, is the largest indicator
of published articles. Although 2022 has just begun, 2 works on this topic have already
been published. And publications on the topic of the Vehicle Routing Problem began in
2008, and in 2016 the most articles on this topic were published. After 2016, research
in this area continues.

At the second stage the keywords were analyzed. Therefore, it is possible to highlight
related research topics. For example, publications of GL have a rich number of mentions
of manufacturers and enterprises. The papers emphasize that these stakeholders should
bear responsibility for environmental pollution fromprocesses.And the technologies and
approaches that will help solve this issue are presented. The publications also emphasize
the importance of the government policy aimed at environmental protection. Note that in
different spheres the given aspect is considered, namely: logistics,management, ecology,
economy, sustainable development, marketing.

As for publications on the topic VRP, different spheres of research consider this
issue. Such as logistics, economics, modelling, computer mathematics. The introduction
of restrictions (time windows) in algorithms of route construction and introduction of
modern technologies (real-time data collection) is considered.

Based on such research, it is planned to develop models and methods of organization
of the process of urban cargo transportation, proceeding from principles of GL.
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Abstract. The improvement of the technology for performing international and
domestic transportation of dangerous goods through the use of container and pig-
gyback trains is considered. It has been established, that these technologies have
significant advantages in terms of reducing the negative impact on the environ-
ment in comparisonwith the delivery of dangerous goods only by certainmodes of
transport. A brief feature of the main environmental characteristics of the routes
of multimodal trains is given and assessed the negative impact of each type of
transport separately and as part of a multimodal system on the environment. It has
been established, that reducing the share of unimodal road transport, replacing
them with multimodal ones with the participation of rail, sea and river modes of
transport, makes it possible to increase environmental friendliness when transport-
ing big numbers of dangerous goods - this reduces the number of flights during
transportation and reduces the harmful impact on the environment. The ways of
further development of “green” logistics as a safety factor in the transportation of
dangerous goods in containers and piggyback are proposed.

Keywords: Container · Green logistic ·Multimodal transportation · Railway ·
Environmental impact · Dangerous goods · Glory of Ukraine

1 Introduction

The emergence of “green” logistics, as a concept for ecologically rationally designing
and operation of logistics systems, refers to the methodology of sustainable economic
development. According to experts, transport accounts for about 8% of all carbon pollu-
tion of atmospheric air on the planet, therefore, the introduction of “green” technologies
in logistics activities will make it possible to take certain steps to preserve the climate
on the planet. In this regard, research and development of technologies for multimodal
transportation of dangerous goods are relevant [1, 2].

Automobile transport, except affecting the atmospheric air, carries out contaminates
soil, water resources, acoustic pollution of the environment and has a high probability
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of significant negative consequences as a result of road accidents during the transport
of dangerous goods. Therefore, a strategic direction for the development of “green”
logistics in the transport of dangerous goods is the refusal or reduction of the share of
transport in favor of more environmentally rail transport.

2 Relevance

According to experts, transport accounts for 8% of all carbon dioxide emissions on the
planet, storage facilities – another 3% [1]. In this regard, the widespread introduction
of “green” technologies in logistics activities will make a significant contribution to the
preservation of the climate on the planet, suitable for safe human life. Synonymous with
the term “green” logistics experts call ecological logistics.

The development of combined and multimodal transport provides for the creation of
a unified system for the functioning of the transport system, in particular rail and road,
which makes it possible to carry out transport services on a scheme “door-to-door” and
“just-in-time”. As a result, on the railways of many countries run piggyback, container
trains and route container groups, as well as trains of combined transport [3].

The purpose of the paper is a brief analysis of the state of container and piggyback
transportation of dangerous goods, consideration of the advantages and disadvantages
of operating various types of transport and their impact on environmental safety. The
task “green” logistics to reduce the negative impact of transport on the environment is
the integration of various modes of transport, the implementation of their interaction
with minimal involvement of automobile transportation. Thus, it will be the task of
organizing multimodal or intermodal transportation and the formation of promising
multimodal transport chains.

3 Research Methodology

If the main function of traditional logistics is the optimal management and coordina-
tion of all types of logistics flows in order to meet the needs of customers with minimal
costs, then “green” logistics pays great attention to external costs associated with climate
change, air, water and soil pollution, noise influence in order to achieve a sustainable bal-
ance between economic performance, the environment and the requirements of society
regarding safety standards. Container and piggyback transportation in comparison with
traditional delivery methods is currently the most widespread technology, contributing
to the development of “green” logistics.

Analyzing the above advantages of modes of transport, it can be noted, that none of
them is universal. Each mode of transport is cost-effective and environmentally friendly
only with certain characteristics of the dispatch. For rail and water transport are cost-
effective bulk shipments over long distances. Automobile transportation is beneficial to
use for the transportation of small consignments of cargo over relatively short distances,
but its environmental performance raises certain questions.

Effective measures that will allow the development and strengthening of container
and piggyback transportation of goods include:
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– improvement of legislative acts on multimodal transport and combined transport, will
become a prerequisite for the creation of a modern regulatory framework for the
transport of dangerous goods, harmonized with the EU regulatory framework;

– further development of the network of logistics centers in terms of replenishment and
renewal of specialized rolling stock for dangerous goods;

– differentiation of freight and passenger traffic in order to reduce transport risks;
– introduction of special environmental tariffs and financial and economic support from
the state.

In the work systematizes the main regulatory instruments in the field of decarboniza-
tion of transport and logistics [4]. They are aimed at reducing greenhouse gas emissions
into the atmosphere, increasing the practical significance of the concept of “green” logis-
tics and allowing to form an organizational mechanism for implementing the principles
of sustainable development in logistics activities. The role of railway, air and water
transport in air pollution is insignificant. According to the State Statistics Service of
Ukraine, emissions of pollutants into the air from road transport in 2018 amounted to
1,358.4 thousand tons, railway transport – 27.6 thousand tons, that is, the relative excess
of emissions from automobile transport is 49 times [3, 5, 6]. Taking into account the
level of cargo turnover in the research year (road transport – 42569.5 mln tkm, rail-
way transport – 186344.1 mln tkm), without a large error, we can consider the specific
average level of emissions of pollutants in the country into the atmosphere from road
transport – 31.910 g/tkm, from railway transport – 0.148 g/tkm. Long-term studies of
leading scientists in the world, the results of which were published by the Intergovern-
mental Commission on Climate Change in its report in 2018 (see [1, 5, 7]), showed that
in the period from 1970 to 2010, emissions of such modes of transport as road transport,
international aviation, domestic aviation, international and coastal shipping are showing
a steady upward trend [4, 5] and is shown in Fig. 1.

Operators of multimodal transportation and operators of container and piggyback
terminals are faced with the task of meeting the requirements for ensuring transport
safety and environmental protection in terms of the implementation of an environmental
management system in accordance with the international standard ISO 14001 (DSTU
ISO 14001) “Environmental management systems. Requirements and guidance for use”
[7, 8]. This standard contains information and a systemofmeasures for a specific plurality
environmental aspect.

Railway transport enterprises are objects that have a negative impact on people
in the form of physically dangerous and harmful factors. In addition, the activity of
transport under the influence of hazardous and harmful chemical factors of dangerous
goods leads to environmental pollution and increase cost on its restoration. Taking into
account requirements, an environmental criterion for assessing transport risk is proposed
in general form, calculated as the value of financial damage from the negative impact of
the vehicle and its cargo on the environment [7]

B = P · (Ba + Bw + Bl + Bsa + Bfn + Bfl
)
, (1)

where, P is the probability of an adverse event occurring during the transportation of
dangerous goods; Ba is the damage from air pollution, million UAH; Bw is the damage
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fromwater pollution,millionUAH;Bl is the damage frompollution and landdegradation,
millionUAH;Bsa is the damage from the spread of harmful substances in the surrounding
area, million UAH; Bfn is the damage to fauna, million UAH; Bfl is the damage to flora,
million UAH.

Fig. 1. Trends in the increase of harmful emissions by mode of transport [4].

One of the ways to develop and improve the technology for performing international
transportation of dangerous goods is the use of piggyback trains. Piggyback transporta-
tion is a type of combined transport in which road trains (tractors with semi-trailers, cars
with trailers), semi-trailers, swap bodies are used as cargo units.

Adiagramof theorganizationof conventional (unimodal) andmultimodal transporta-
tion of goods is shown in Fig. 2. In case of unimodal transportation, it is considered that
the entire route distance Lpr is realized by one mode of transport. In case of multimodal
transportation, the route distance consists of the initial sections with the participation
of road transport La1, the main transportation LZ(M) by rail transport (water transport)
and the final sections of delivery by road transport La2. At the terminals, the interaction
of modes of transport is implemented, a cargo unit (container) is reloaded and shunting
work is performed with a duration of Tterm (further it is assumed that it will be 1 h at
each terminal on the train route).

The flexibility and adaptability of the dangerous goods delivery system is realized
due to the rapid movement of reliable information using electronic data interchange
(EDI). The main principles of EDI are the exclusion of multiple data entry, acceleration
and increase in the accuracy of logistic information by automating data entry, the use
of modern intelligent systems and cognitive technologies processing information flows.
Practical solutions in thefield of improving the quality of logistics services aremanifested
in ensuring the acceleration of order execution and shortening delivery times, the use of
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Fig. 2. General scheme of organization of unimodal and multimodal transportation of dangerous
goods.

cross-docking concepts, a just-in-time system, a quick response system (QR), the use of
bar codes and RFID tags, strategies for determining the exact location based on GPS [2,
6, 9].

4 Research Results

In the framework of multimodal “green” logistics, analysis of existing and prospective
logistics channels for the movement of dangerous goods was carried out in order to
identify their influence on the environment. In part of improving the level of preservation
of dangerous goods due to innovative packaging, the following areas of activity should
be envisaged: the use of environmentally acceptable packaging materials, the creation
of a system for the return of packaging materials, disposal of packaging and goods,
unsuitable for their intended use [10–12].

If we consider the activities of each type of transport separately, then each of themhas
a negative impact on the environment. Exception is railway transport, due to a significant
share of electric traction, constantly reducing harmful emissions.

Share of road transport is 72% of all emissions. Therefore, it is obvious that with a
combination of various types of transport in a piggyback scheme of cargo delivery, the
harm from the effects of pollutants contained in the exhaust gases and substances of a
technically sound tractor truck will be minimize. In particular, emission indicators CO2
for rail transport are lowcompared to road andwater transport: according to the estimates,
transporting 1000 tons of dangerous goods by rail requires three times less energy than
transporting them by road transport. The approximate level of specific emissions of
exhaust gases are given in Table 1 [5, 6, 13–15].

Taking into account the data in the Table 1, an assessment of energy costs and harmful
emissions into the environment was made during the transportation of containers by
various modes of transport:
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Table 1. Specific emissions of exhaust gases [5].

Type of
transport

Specific emissions of exhaust gases, kg/h

Carbon
monoxide
(CO)

Nitric
oxide
(NOx)

Hydrocarbon
(CH)

Soot
(C)

Sulfur
oxide
(SOx)

Plumbum
(P�)

Benzo(a)pyrene

Internal
combustion
engine
truck

1.104 0.0120 0.1776 – 0.00168 0.00045 0.26 10–6

Diesel
truck

0.171 0.0486 0.0180 0.0042 0.0045 – 0.38 10–6

Shunting
locomotive

6.410 12.400 3.540 0.380 1.870 – 0.80 10–6

Ocean
vessel

4.812 15.390 3.849 0.962 0.962 – 0.80 10–6

– average specific electricity consumption by an electric locomotive
0.6040…0.6552 kW·h/TEU·km;

– average unit consumption of electricity for railway electric traction, taking into
account losses in the power supply system 0.6647…0.7208 kW·h/TEU·km;

– average specific emissions of harmful substances on railway electric traction CO =
0.0033…0,0038 g/TEU·km, NOx = 0.8170…0,8174 g/TEU·km, SOx = 0.8696…
0.8763 g/TEU·km (with mixed mode of power generation by power plants fuel
oil/coal);

– average specific emissions of harmful substances when performing shunting work CO
= 320.50 g/TEU·h, NOx = 620.1 g/TEU·h, SOx = 93.50 g/TEU·h (diesel locomotive
ChME-3 in mode engine Ne= 75% of the full power, the composition of the shunting
train is accepted for 10 cars);

– average specific emissions of harmful substances during the transportation of contain-
ers by sea (for example, a container ship of the type EmmaMaersk with a 14-cylinder
diesel engine with a capacity of 80800 kW) CO = 8.1955…13,3927 g/TEU·km,
NOx = 2.5625…4.1875 g/TEU·km, SOx= 1.8750…3.0562 g/TEU·km (specific fuel
consumption is expertly accepted as 205 g/kW·h.);

– average specific emissions of harmful substances from a truck CO =
13.194 g/TEU·km, NOx = 3.750 g/TEU·km, SOx = 3.200 g/TEU·km (6-cylinder
diesel engine, average speed 60 km/h, full container load).

Thus, it has been proven that railway transport is the most environmentally friendly
in terms of CO, NOx, SOx emissions into the atmosphere. In Fig. 3 shown a comparison
of the specific polluting effect on the environment when transporting a 20-foot container
(TEU) with dangerous goods by various modes of transport.
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Fig. 3. Comparison of the specific polluting effect on the environmentwhen transporting a 20-foot
container (TEU) with dangerous goods by various modes of transport

In order to compare the quantitative assessment of harmful emissions into the envi-
ronment during the transportation of containers with dangerous goods by various meth-
ods and modes of transport along the routes of delivery by some container trains and
similar unimodal routes, based on the scheme (see [6, 7, 16]), a Table 2 has been con-
structed. The table takes into account that the distance to follow the route by different
modes of transport depends on the topology of the corresponding communication routes.

InFig. 4 showna comparisonof the assessment of harmful emissions into the environ-
ment during the transportation of containers with dangerous goods along the considered
routes. The analysis showed that the most environmentally friendly is the multimodal
container transportation technology, but in terms of NOx emissions during transportation
over relatively short distances (up to 500 km), transportation by road can be convention-
ally considered more environmentally friendly (under normal weather conditions). If
we take into account the impact of the deterioration of natural conditions (snowfall, ice,
low temperatures, heavy rains), then even at such short distances, vehicles are inferior
to railway ones in terms of environmental indicators [17, 18]. Except to these factors of
air pollution, it is also necessary to take into account the harmful effects of the operation
of trucks on the state of the roads, the level of noise pollution of the environment, the
criteria for the safety of people when using various technologies for the transport of
dangerous goods. Taking into account the expected minimization of the movement of
road transport when performing piggyback transportation, the likelihood of injury to a
person by the remnants of dangerous goods during a road accident, also decreases.
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Table 2. Estimation of the amount of harmful emissions into the environment during the trans-
portation of containers with dangerous goods by various methods and modes of transport,
g/TEU.

Multimodal route, distance
and estimated duration of
the route

Emissions on a
multimodal route: by train
(Additional emissions for
initial/final and shunting
operations)

Total emissions of the
multimodal route

Unimodal emissions
from transport (road,
water)

“Viking”, combined
transport train, Lithuania -
Belarus - Ukraine - Bulgaria
-
Moldova/Romania/Georgia
- Azerbaijan,
LZ = 1766 km, tpr = 59 h

CO 5.83
NOx 1 442.82
SOx 1 535.71
(CO 2 865.28
NOx 2 930.40
SOx 758.00)

CO 2 871.11
NOx 4 373.22
SOx 2 293.71

Lpr = 1486 km
CO 19 606.28
NOx 5 572.5
SOx 4 755.2

“ZUBR”, container
transportation, Estonia -
Latvia - Belarus – Ukraine
LZ = 2162 km, tpr = 84 h

CO 7.13
NOx 1 766.35
SOx 1 880.08
(CO 3 185.78
NOx 3 550.50
SOx 851.50)

CO 3 192.91
NOx 5 316.85
SOx 2 731.58

Lpr = 1782 km
CO 23 511.71
NOx 6 682.50
SOx 5 702.40

EU countries - China,
container transportation,
Altinkol – Mostiska
LZ = 6333 km, tpr = 360 h
(15 days)

CO 20.8989
NOx 5 174.061
SOx 5 507.1768
(CO 6 070.28
NOx 9 131.40
SOx 1 693.00)

CO 6 091.18
NOx 14 305.46
SOx 7 200.17

Lpr = 5244 km
CO 69 189.34
NOx 19 665.00
SOx 16 780.80
(Ocean transport
CO 196 692.00
NOx 61 500.00
SOx 45 000)

(а) (b)

Fig. 4. Comparison of the specific environmental impact of the transport of a 20-foot container
(TEU) with dangerous goods.
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5 Application Prospects

The above factors of the possibility of using piggyback transportation of dangerous
goods is a multi-criteria task, therefore, in the future, it must be formalized in order
to scientifically substantiate the rational time for preparing a piggyback train for a trip
and the probability of failure-free reception or passage of trains by the transport system,
protection from physical hazards and harmful factors, increasing safety level, technical
capability and processing capacity places of locations piggyback terminals.

6 Conclusion

The introduction of “green” logistics technologies in general when using container and
piggyback transportation of dangerous goodsmakes it possible to highlight the following
promising areas of activity:

– investing in the development and construction of new logistics andmultimodal centers,
which improve the efficiency of logistics operations and indicators of transportation
of dangerous goods;

– introduction of specialized technologies in warehouses for the purpose of rational
organization of warehouse logistics. As a result, there will be a reduction in storage
areas and energy consumption, an increase in safety indicators when performing cargo
operations with dangerous goods;

– development of the transport system, incl. transport interchanges, construction of
new roads, optimization of routes for transporting dangerous goods in order to reduce
emissions of harmful gases;

– reducing the share of unimodal road transport, replacing them with multimodal ones
with the participation of rail, sea and river modes of transport, makes it possible
to increase environmental friendliness when transporting big numbers of dangerous
goods – this reduces the number of flights during transportation and reduces the
harmful impact on the environment;

– informing consumers about the environmental direction of the carrier’s and multi-
modal operator’s activities by labeling the packaging with special signs, increasing
the importance of the environmental impact on the quality of life of consumers and
the market stability of the carrier during the implementation of activities;

– development and stimulation of waste processing, reduction of tariffs for the disposal
residues of container and packaging, development of container transport, providing
for the minimization of packaging.

The prospect of “green” logistics today should be linked to the requirements of ISO
14001 (DSTU ISO 14001) “Environmental management systems. Requirements and
guidance for use” [8]. It is recognized worldwide as a tool for creating an effective
environmental management system. With the correct implementation of the provisions
standard ISO 14001 for the entire structure of the organization of multimodal trans-
portation, it is possible to achieve two goals at once: creating conditions for reducing the
harmful impact on the environment, subject to the maximum preservation of financial
resources.
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Abstract. The strategic vectors of the maritime logistics system development
by countries have been substantiated. Trends in logistics development under the
globalization condition have been identified. It has been proven that maritime
logistics plays an important role in the world trade and economies development.
It has been justified those countries that have access to the sea or ocean occupy
leading positions in the ranking of countries with a high value of the Logistics
Performance Index. The components of the maritime logistics system’s effective
development have been identified and the maritime logistics leaders have been
defined. An analysis of the destructive factors impacts on the trade and the econ-
omy, as a whole, development, in particular the pandemic in the world andmilitary
action in Ukraine impact, has been carried out. Quantitative and qualitative indi-
cators of the world’s leading ports development have been analyzed, in particular
the different types vessels number, including depending on the flag, their carrying
capacity, time spent in the port. The maritime trade development in the context of
the main sea routes using: Non-mainline East West, North-South, South-South,
Intra-regional, has been analyzed. With the help of cluster analysis, the main
groups of countries that play a leading role in the international maritime logistics
system formation have been identified and their development strategic directions
have been substantiated.

Keywords: Logistics · Logistics system · International logistics ·Maritime
logistics · Sea freight · Development strategy

1 Introduction

The market relations development in modern situations is characterized primarily by the
closeness and effectiveness of partnerships that arise in the production and commercial
activities of economic entities process. Under conditions of intensifying competition and
accelerating the pace of socio-economic activity, logistics problems have been becoming
increasingly important. Under the deepening globalization impact, the goods around the
world delivery have more accessible to most consumers, both at the state level and
to individuals. Logistics service is getting less tangible for the average consumer that
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characterizes the high level of these services’ quality.At the same time, given the growing
demand for goods around theworld, the deepening of the international labor division, and
globalization processes in international logistics, new problems appeared, the solution of
which requires effective strategic solutions. The goods transportation plays the leading
role in the system of logistics management.

In the international logistics, maritime transport is very important. This carriage type
has a lot of advantages over other cargo transportation types, including low cost, large
volumes of transportation, clear and unambiguous rules, legal rules of sea transportation,
certain sea routes, etc. However, under the conditions of geopolitical changes, increasing
globalization, increasing the level of international competitiveness, and entering the
market of new stakeholders, there are new challenges in the international maritime
logistics field.

2 Literature Review

The scientific literature has containedmuch research on transport logistics. For example,
Topolšek et al. [1] noted that there are also a number of different curricula and disci-
plines, such as: transport economics, transport logistics, logisticsmanagement andmore.
All of these names are often associated with the content of the plan, planning, organi-
zation, management and control of human, material, information and financial flows.
However, in practice they are often correlated and misused [2]. Problems of transport
logistics in various industries, including maritime logistics, are considered by Komelina
et al. [3], Zos-Kior et al. [4], Gani [5], Soner et al. [6], Song et al. [7], Talley [8]. These
works are multi-vector and allow us to assess the state, level of development and strate-
gic management of logistics in the world and individual regions. Blyde and Molina [9]
study the logistics infrastructure and the international location of fragmented produc-
tion, but the features of maritime logistics in this study are not considered. Maritime
transport is a very important component of the world economy. More than 80% of the
world’s trade in goods is through the maritime logistics system. Yan et al. [10] proposed
new approaches to maritime transport research. Scientists summarize the research top-
ics of maritime transport and classical approaches developed to address them. Talley
[8] divided sea transport into “sea part” and “port part”. This idea is objective because
it characterizes two different directions of maritime transport. Shi and Li’s research
[11] in the field of maritime logistics is very complex. They concluded that the most
popular areas of research in this area are shipping market analysis, ship management,
green shipping, safety and security of shipping and management of a shipping com-
pany. The most popular topics in the port area are port management, performance and
competitiveness assessment, and terminal management. The authors identified seven
methods of maritime logistics research, namely: literature review, economic modeling,
SIQO (interviews, surveys, observations and questionnaires), case studies,MES (mathe-
matical, econometric and statistical analysis), CCCQ (conceptual analysis), substantive,
comparative and qualitative analysis), and modeling [11].

The regional aspect of maritime logistics is being studied by Amin et al. [12]. They
focused on maritime logistics in the economic development of the archipelago in eastern
Indonesia. Alamá-Sabater et al. [13] note that the connection of the transport network in
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logistics systems can increase the flow of industrial goods between countries. Interesting
opinion of Bensassi et al. [14], who said that the quality of maritime transport infras-
tructure is urgent to maintain the efficiency of maritime logistics systems to increase
economic added value and competitiveness in international trade.

Thus, the issue of logistics is of interest to many scientists, some areas of research
in this area are studied quite comprehensively. However, strategic issues in the devel-
opment of maritime logistics need further research, especially in view of new trends in
globalization in this area.

3 Purpose of the Research, Data and Methodology

The purpose of the study is the substantiation the strategic vectors of maritime logistics
system development by countries, identify trends in logistics under the globalization
condition, components of maritime logistics system’s effective development, identify
leaders in maritime logistics, and analyze the impact of destructive factors on trade and
the economy as a whole, quantitative and qualitative indicators of the world’s leading
ports development evaluation. Data from theWorld Bank, UNCTAD, theworld’s leading
ports, and personal calculations were used for the study.

For the research,methods of analysis,monographic, comparison, graphic, economic-
statistical methods, and method of cluster analysis were used.

4 Strategic Direction of the Maritime Logistics Development

4.1 The Level of Logistics System Development and Maritime Trade

The logistics system development requires effectivemechanisms and strategic decisions.
The modern system of trade and commodity chains formation needs new logistical
approaches, which are based on the awareness of the country’s strategic position on
a globalization scale. The relationship between the countries is deepening, so if the
logistics strategy of the one country changes, there will be changes in the entire logistics
system. An example is the hostilities in Ukraine’s impact.

Due to blocked ports in the spring of 2022, the ships movement is impossible. The
war in Ukraine affected about 25% of world grain trade and led to rising world prices,
food inflation and reduced access to food in Ukraine’s and Russia’s importing countries,
in particular, wheat and sunflower oil. Wheat supply from Ukraine is more than 10%
of annual wheat consumption for 15 countries. For example, this is 28% of Indonesia’s
needs, 21% – Bangladesh, and Egypt imports almost 80% of its wheat from Russia and
Ukraine. In 2021, Ukraine exported agricultural products to more than 180 countries
and most to the EU, it is almost 30% [15]. Due to hostilities in the south of Ukraine,
seaports have been blocked, logistics and economic chains have been severed, and as
a result, Ukrainian producers need of an uninterrupted raw materials supply, including
fuel, seeds, plant protection products, fertilizers, spare parts and other goods, and also,
suffer from a lack of strategic products.

To assess the level of logistics development and formulate appropriate strategies
for the management of logistics systems in the international context, it is advisable to
analyze the Logistics Performance Index (LPI) (Table 1).
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Table 1. TOP-10 countries by the LPI, 2007–2018, summarized by authors on the basis of [1]

Heading level 2007 2010 2012 2014 2016 2018

Rank Score Rank Score Rank Score Rank Score Rank Score Rank Score

Germany 3 4.10 1 4.11 4 4.03 1 4.12 1 4.23 1 4.20

Sweden 4 4.08 3 4.08 13 3.85 6 3.96 3 4.20 2 4.05

Belgium 12 3.89 9 3.94 7 3.98 3 4.04 6 4.11 3 4.04

Austria 5 4.06 19 3.76 11 3.89 22 3.65 7 4.10 4 4.03

Japan 6 4.02 7 3.97 8 3.93 10 3.91 12 3.97 5 4.03

Netherlands 2 4.18 4 4.07 5 4.02 2 4.05 4 4.19 6 4.02

Singapore 1 4.19 2 4.09 1 4.13 5 4.00 5 4.14 7 4.00

Denmark 13 3.86 16 3.85 6 4.02 17 3.78 17 3.82 8 3.99

United Kingdom 9 3.99 8 3.95 10 3.90 4 4.01 8 4.07 9 3.99

Finland 15 3.82 12 3.89 3 4.05 24 3.62 15 3.92 10 3.97

The LPI report presents the latest worldwide view on trade logistics performance
across more than 160 countries as seen by logistics professionals. This biennial informa-
tion on logistics infrastructure, service provision, crossborder trade facilitation, and other
aspects is invaluable for policy makers, traders, and a wide audience of other stakehold-
ers, including researchers and teachers. The LPI survey data provide numerical evidence
on how easy or difficult it is in these countries to transport general merchandise – typi-
callymanufactured products in unitized form. The sixmain indicators of the international
part of the LPI summarize on a five-point scale the assessments of logistics professionals
worldwide trading with the country. The domestic part of the LPI indicates the quality
and availability of key logistics services within a country, but due to the small number
of responses, these data are more informative in comparisons by region or income group
[1].

The highest LPI values during all years of LPI calculating were in Germany, except
in 2007, when Singapore took first place andGermany – third place. In 2018, the German
LPI was 4.2 of 5. High performance for this country is due primarily to the developed
infrastructure, advantageous geographical location, effective management and strategic
logistics management. Germany uses all modes of transport, including powerful ports,
which allows for efficient shipping and trade. It should be noted that all TOP-10 countries
in the logistics efficiency index have strong ports and developed maritime trade. Thus,
the sea plays an important role in ensuring the efficiency of logistics and the economy
as a whole. Ukraine ranks 69th in the ranking with a score of 2.83.

Reliability of the supply chain plays an important role in the efficiency of logistics
in the context of globalization. Consignees want to have high confidence in when and
how deliveries will take place. Supply chain security is a problem not only in cost and
time, but also in the quality of shipment. In recent years, trade volumes have increased
significantly, particularly in maritime trade. The exception is 2020, as trade and con-
sumption have declined significantly under the influence of coronavirus, so this year is
not indicative for analysis (Table 2).
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Table 2. International maritime trade, 1970–2020 (millions of tons loaded) [16].

Year Tanker trader Marin bulk Other dry cargo Total (all cargoes)

1980 1871 608 1225 3704

1990 1755 988 1265 4008

2000 2163 1186 2635 5984

2005 2422 1579 3108 7109

2006 2698 1676 3328 7702

2007 2747 1811 3478 8036

2008 2742 1911 3578 8231

2009 2641 1998 3218 7857

2010 2752 2232 3423 8408

2011 2785 2364 3626 8775

2012 2840 2564 3791 9195

2013 2828 2734 3951 9513

2014 2825 2964 4054 9842

2015 2932 2930 4161 10023

2016 3058 3009 4228 10295

2017 3146 3151 4419 10716

2018 3201 3215 4603 11019

2019 3163 3218 3690 11071

2020 2918 3181 4549 10648

The most popular types of shipping in the world are tanker trade and marin bulk. The
total volume of maritime trade in the world was 10648 millions of tons loaded in 2020, it
is on 423 million tons loaded (3,8%) les as in 2019. In 2021–2022, trade resumed, albeit
with some restrictions. In 2020, the pandemic impacted to the world economy, cutting
production activity and consumption, so supply, demand and logistics decreased. By
UNCTAD information, all major trading economies saw imports and exports rise above
pre-pandemic levels in the fourth quarter of 2021, with trade in goods increasing more
strongly in the developing world than in developed countries. The world trade in goods
remained strong and trade in services finally returned to its pre-COVID-19 levels. The
value of global trade reached a record level of 28.5 trillion USA dollar in 2021.

That’s an increase of 25% on 2020 and 13% higher compared to 2019, before the
COVID-19 pandemic struck. While most global trade growth took hold during the first
half of 2021, progress continued in the year’s second half. After a relatively slow third
quarter, trade growth picked up again in the fourth quarter, when trade in goods increased
by almost 200 billion USA dollar, achieving a new record of 5.8 trillion USA dollar.
Trade in services rose by 50 billion USA dollar to reach 1.6 trillion USA dollar, just
above pre-pandemic levels. Positive growth rates are expected for both trade in goods
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and services, albeit only marginally, keeping trade values at levels similar to the last
three months of 2021 [17].

The positive for international trade in 2021 is primarily the result of rising commodity
prices, lifting pandemic restrictions and restoring demand through economic stimulus.
In the future, global demand for organic products is expected to grow.

4.2 Features of the Maritime Transport in the International Context

In view of the structure of shipping, it is worth considering the types of ships that are
most popular in the world. In the world bulk carriers are most used – 879725 thousand
dead-weight tons (42.47%) in 2020 and 913032 thousand dead-weight tons (42.77%) in
2021. All numbers of this types of carriers increased in 3.79% (Fig. 1). A bulker carrier
is a type of dry cargo vessel specialized for the transportation of goods in bulk, grain,
coal, ore, cement, etc.

913032;40%

619148;27%

281784; 12%

243922;11%

77455; 4%

48858;2%

25407;1%

8109; 0%

76754;3%

Bulk carriers

Oil tankers

Continer shipsa

Other types of ships:

Gas carriers

Chemical tankers

Other/not avaliable

Ferries and passenger ships

General cargo ships

0 200000 400000 600000 800000 1000000

Fig. 1. AWorld fleet by principal vessel type, 2021 (thousand dead-weight tons and percentage),
summarized by the authors on the basis of [16].

Dimensions and weight, connecting devices for transportation by different modes of
transport, as well as for equipment that unloads and loads them, doorway, etc. brought
to the relevant standards. Thanks to various types of containers, today container trans-
portation of any dimension’s freights, and also the goods which need low temperature at
transportation is possible. Thus, the largest share of transportation in the world is carried
out with the help of bulk vessels. They are divided into large and small vessels (Fig. 2).

Most are transported by large vessels, in particular 3181 million tons in 2020, which
is 1.1% less than in 2019. The largest amount of iron was transported – 1503million tons
or 47.2%. In second place is coal – 1165 million tons, or 36.6% in 2020, but compared to
2019 by 9.3% less. Such reductions are primarily related to the coronavirus pandemic.
In addition, global demand for coal is gradually declining as a result of a global strategy
to reduce extractive industries due to their significant impact on the environment and,
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consequently, the development of alternative energy.Also popular is grain transportation,
which accounts for 16.1%of all large-scale transportation.Despite the pandemic, in 2020
the volume of transportation of these products increased from 478 million tons to 512
million tons, or 7.1%. This is due to the growing demand for food, despite the destructive
factors. As for small-sized transportation, their total volume is 38.4%, in particular, this
type of maritime transport is mostly used for the delivery of steel and timber products.

    
(a)              (b)

Fig. 2. Dry bulk trade 2019 (a) and 2020 (b) (million tons and percentage change), created by
the authors in Sankey MATIC on the basis of [16].

The main trade route is theMain East-West, which carries 39.7% of container traffic.
In 2020, the volume of container trade on themain routes East-West amounted to 59168.7
billion TEU, which is 8.6% more than in 2016 and 2% less than in 2018, a decrease
in 2020 due to the effects of the coronavirus pandemic. It is worth noting the growing
role of other maritime trade routes. The turnover on other routes in 2020 amounted to
90 trillion TEU, which is 11.3% more than in 2016. The intra-regional route is popular.
In this way, the turnover in 2020 amounted to 40 trillion TEU, which is 11.6% more
than in 2016. The volume of South-South trade increased significantly – 18.6% and
amounted to 18.4 trillion TEU. The turnover on the East-West Non-Trunk Route in
2020 amounted to 19.3 trillion TEU, which is 7.2% more than in 2016. The smallest
share in turnover is occupied by the North-South route – 11.9 trillion dollars. In general,
we can note the growth of trade on all trade routes. In 2020, the total volume of world
maritime trade amounted to 149.2 trillion dollars, which is 10.2%more than in 2016. The
world’s largest ports are concentrated in China. International transportation is a major
component of China’s foreign trade. The world’s ten largest ports are located in China.
Shanghai is China’s main seaport. It occupies an advantageous geographical position
(located between the northern and southern parts of China, direct access to the sea).
Main export-import specialization: oil products, metal, ore, lumber, various equipment,
knitwear, agricultural products (especially grain), coal, fertilizers. The port of Shanghai
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is capable of receiving and handling up to 25million containers per year, while the port’s
capacity is constantly increasing [18].

In 2021, the port of Singapore increased container turnover by 1.6% compared to the
previous year to 37.47 million TEU, which is a record in its history. The total volume of
cargo handling in the port of Singapore in 2021 increased by 1.4% to 599 million tons.
The largest shipowners of various types are Japan, Greece and China.

The cost of Bulk Carriers in Japan is 39564 million USA dollars, Greece – 39853
million of USA dollars, China – 34735 million of USA dollars. (Fig. 3). In terms of
container value,Germany ranks firstwith 24,166millionUSAdollars (Germany’s largest
port is Hamburg). According to other types of ships, China ranks first. Japan is the leader
in all types of ships, and the leaders include Greece, China, the United States, Singapore,
Norway, Germany, Great Britain, Hong Kong, and South Korea.
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Fig. 3. Top 1 – ship-owning economies, as of 1 January 2021 (millions USA dollars), created by
the authors on the basis of [16]

4.3 Strategic Positioning and Maritime Logistics Development Vectors
in the International Dimension

To assess the strategic position of the state in the global logistics system, it is necessary
to analyze a number of indicators. In particular, the departures from the ports of the
country’s frequency indicators are important, as well as the capacity of ships served in
the respective ports (Fig. 4).
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Using a set of indicators such as Logistics Performance Index, number of vessels
(national flag and foreign flag), deadweight tonnage (national flag and foreign flag),
number of arrivals, median time in port (days), average container carrying capacity
(TEU) per vessel, maximum container carrying capacity (TEU) of vessels, we will carry
out the cluster analysis.
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Fig. 4. Vertical hierarchical dendrogram of leading maritime countries clustering according to
the set of maritime logistics development indicators.

As a result of the cluster analysis 6 clusters of the countries on signs similarity
are formed. It is advisable for China and Japan into a separate cluster to be divided.
These countries have unique characteristics for the development of maritime logistics.
For each cluster formed, it is advisable to propose an appropriate strategic vector for the
development of the maritime logistics system (Table 3).
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Table 3. Strategic vectors of maritime logistics development based on the results of cluster
analysis.

Routes Characteristics Strategic development vectors

China The level of logistics
development is slightly above
average, the world’s largest
number of vessels and their
carrying capacity, the average
length of stay in port

Strategy for the development of
the logistics management
system, speeding up the process
of loading, loading and
unloading, increasing the
number of average load
capacity days

Japan High level of logistics
development, the world’s largest
number of vessels under foreign
flag, the second largest in the
world in terms of total cargo
capacity, the shortest length of
stay in port and the smallest
average cargo capacity of a
container vessel

Increasing the number of ships
under its own flag (improving
legislation), increasing the fleet
of ships with higher carrying
capacity

Singapore, China, Hong
Kong,
Republic of Korea

High level of logistics
development, significant number
of vessels owned, their
maximum carrying capacity,
average time spent in port

Increasing the number of
vessels, reducing the time of
their service in the port

Unites Kingdom,
Germany,
USA, Taiwan

High level of logistics
development, average number of
vessels owned, their maximum
carrying capacity, average time
spent in port

Increasing the number of ships,
fleet renewal

Turkey, Belgium, UAE,
Russian Federation,
Netherlands

The level of logistics
development is below average,
the average number of vessels
owned, their maximum carrying
capacity, significant time spent
in port

Strategy of logistics
development, increase in the
number of vessels, renewal of
the fleet, reduction of their
service time in the port

Italy, Brazil,
Malasia

The level of logistics
development is below average,
relatively fewer vessels are
owned; average capacity is the
average time spent in port

Development of logistics,
strengthening in its niche
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5 Conclusion

Maritime logistics plays an important role in the development of world trade and
economies. Those countries that have access to the sea or ocean occupy the leading
positions in the ranking of countries with a high value of the Logistics Efficiency Index.
The first place in this indicator is occupied by Germany with a value of 4.2. Also, among
the leaders Sweden, Belgium, Austria, Japan, Netherlands, Singapore.

Maritime trade is carried out in the following main ways: Non-mainlane East West
is it the trade involving Western Asia and the Indian Sub-continent, Europe, North
America, and East Asia; North-South is it the trade involving Oceania, Sub-Saharan
Africa, Latin America, Europe, and North America; South-South route involve Oceania,
Western Asia, East Asia, Sub-Saharan Africa and Latin America; Intra-regional is the
trade within Europe, Africa, Asia, North America, Latin America and Oceania.

The cluster analysis identifies six main groups of countries that play a leading role in
shaping the international maritime logistics system. The main indicators that determine
the vector of strategic development of maritime logistics are: the number of ships of
different types, including depending on the flag, their carrying capacity, time spent in
port.

Areas of further research are to substantiate the impact of the maritime logistics
system development on the “blue economy”.
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Abstract. The paper analyses the current large cities street and road network
condition. As a result it is determined that in recent decades in developed cities
around the world is taking place a large-scale streets reconstruction, as well as
the development of norms, standards, new principles and techniques according to
which there will be a place not only for cars but also for pedestrians (including
low-mobile population groups), cyclists, cafes, verandas, street shops, etc. in the
city. The problems of the street-road network are investigated and the main tasks
of the reconstruction of street-road networks are formulated. Three main groups
of measures for the reconstruction of the street and road network have been iden-
tified: planning measures (introducing changes to the planning structure of the
city, redistribution of street and road space, construction of artificial structures,
parking lots, arrangement of roundabouts, introduction of means to ensure the
inclusiveness of the street and road space and ensure drainage from streets and
roads), organizational measures (orientation of the central streets in settlements on
pedestrian traffic, encouragement of movement by public and light personal trans-
port and the maximum possible reduction of transit traffic through settlements),
operational measures (information support, “green waves” introduction, off-street
car parks creation and installation of noise barriers).

Keywords: Changing priorities · Inclusive space · Traffic organization

1 Introduction

Since the 1970s,many cities around theworld have begun to review the road environment
quality. The function of transit space has become insufficient [1]. There was a need for
streets to be also places for meetings, knowledge sharing, cultural leisure, and city life
[2]. This process continues to this day.Many cities around theworld are actively involved
in this process. Streets large-scale reconstruction (see Figs. 1, 2) are the proof of that, as
well as the development of norms, standards, new principles and techniques according
to which the city will have a place not only for cars but also for pedestrians (including
low-mobile population groups), cyclists, cafes, verandas, street shops, etc. [3].
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Fig. 1. Changing the urban space distribution inDusseldorf, Germany. Source: https://imgur.com/
gallery/KjMC2bQ.

Fig. 2. Changing the distribution of urban space in St. Paul, Minnesota, USA. Source: https://
www.stateofplace.co/our-blog/2018/2/loveable-streets.

https://imgur.com/gallery/KjMC2bQ
https://www.stateofplace.co/our-blog/2018/2/loveable-streets
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2 Literature Review

For example, in Paris there is a Strategic Plan for Relocation (Plan de déplacements
urbain, PDU) for 10 years,which sets specific goals to change the citizens’ behavior [4]. It
formulates themain objectives, such as reducing of air pollution, increasing of population
mobility, quality zoning of public space, stimulating of economic development and
others. The strategic plan determines the general outline of relocations in the city, and
landscaping projects remain under the auspices of the city hall and are created inworking
order. On the one hand, it allows constantly design approaches updating, on the other –
unique environment creating, even on the smallest street or square.

By the end of the 1970s, London streets design and improvement was based on two
documents: “Design and Layout of Roads in Built-Up Areas” and “Roads in Urban
Areas” [5]. These norms have been criticized for stimulating the growth of motor vehi-
cles. The result of the struggle to move away from the idea of building new roads was
issued in 1977 “Residential Roads and Footpaths Layout Considerations”. Since the
early 2000s, there has been a demand in society to shift the main focus of street design
from motorists to pedestrians and locals. In 2007, the National Department of Transport
published a guide “Manual for Streets” [6]. This document set new standards for design
process, landscaping activities and environmental design elements. The second edition
of the 2010Manual, which covers all roads and streets in England andWales, is currently
available.

In Toronto, the principles and approaches to the city development in general, as well
as street and public spaces in particular, are set out in many documents and regulations
[7]. They are based on “Toronto Official Plan”, adopted in 2010. The plan is constantly
changing – with the passage of time, changing current urban needs, as well as public
requirements. “Urban Design Guidelines” takes the general recommendations contained
in the “Toronto Official Plan” to the next level and details the objectives of the Plan,
translating them into the desired results – the design of specific spaces and buildings.
“Urban Design Streetscape Manual” is more of an online reference resource than a
standalone document. The online system is open to all external users. The potential
developer can carry out the project according to recommendations contained in system,
requirements, and also arrangement options for a specific street.

3 Research Prerequisites

The current trends in the development of street and road network in cities include:

– growth of cities and building density [8];
– growth of urban population;
– growth in the number of cars per 1,000 inhabitants;
– growth in the number of accidents, environmental, social and other problems related
to traffic.

The problemof road accidents inUkraine is recognized as extremely acute, especially
in the last decade, due to the mismatch of road transport infrastructure to the society and
the state urgent needs in safety when traveling on highways and road users discipline
low level [9, 10].
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The press service of Internal Affairs Ministry recently announced sad statistics (see
Fig. 3): in Ukraine, on average, one accident occurs every three minutes, one person is
injured every fifteen minutes, and one person dies every three hours.

Fig. 3. Accident statistics in Ukraine. Source: https://www.slovoidilo.ua/2021/07/21/infografika/
suspilstvo/dtp-ukrayini-skilky-lyudej-travmuyetsya-hyne-dorohax.

Themotor vehicles number is growing every year, and the new roads and streets con-
struction and expansion does not prevent congestion. Therefore, it is necessary to develop
modern principles and techniques for existing street and road networks improving,
including technical, safety and environmental requirements.

Starting the urban transport and road network reconstruction, designers should solve
problems that would achieve the following goals:

– more even traffic flows distribution throughout the road network;
– minimization of transport mileage when traveling between any two points in the city
(the actual route should not be much longer than the distance between points on the
overhead line) [11];

– road network differentiation by type of predominant transport modes and traffic
organization (freight transport, cars and passengers, high-speed traffic, etc.);

– convenience of connections with the suburban area and transport hubs of systems
providing long-distance and interstate connections;

– reduction of traffic flows harmful effects on residential neighbourhoods, recreation
areas, areas of historic buildings that have architectural and artistic value, as well as
on the residents health [12].

https://www.slovoidilo.ua/2021/07/21/infografika/suspilstvo/dtp-ukrayini-skilky-lyudej-travmuyetsya-hyne-dorohax
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Traffic safety analysis shows that in the road network structure there are tradition-
ally dangerous areas, which should be considered in the first place when developing
reconstruction measures.

Developing methods and measures for large cities road network reconstruction
should be guided by domestic regulations and positive foreign experience.

4 Results

Based on research of three main measures groups for urban street and road network
reconstruction have been identified:

– planning measures;

Fig. 4. Measures for urban street and road network reconstruction.
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– organizational;
– operational.

The defined measures in turn are divided into receptions and means (see Fig. 4).

4.1 Planning Measures

Themost large-scale and complex for the road network settlement reconstruction in order
to improve it, are planning measures, which in turn consist of: introducing changes to
the planning structure of the city, redistribution of street and road space, construction of
artificial structures, parking lots, arrangement of roundabouts, introduction of means to
ensure the inclusiveness of the street and road space and ensure drainage from streets
and roads in settlements.

Introducing changes to the planning structure of the city first of all can be con-
nected with consolidation of centre building, removal from it a part of enterprises and
establishments, especially those which are ecologically dangerous or for the functioning
demand considerable freight or passenger transportations. To reduce transit through the
centre, for example, the transformation of radial planning structure of the main road
network may be envisaged: supplementing it with ring roads, tangential connections
along the boundaries of city central and peripheral zones; reconstruction of the existing
and new main network construction.

Measures for the redistribution of street and road space include:

– pilot measures (temporary marking, fencing and change of traffic organization);
– intermediate steps of reconstruction (application of new markings, installation of
stationary and sliding columns, mobile flower beds, containers with young trees or
bushes, large natural stones, lanterns, benches, etc.);

– comprehensive streets and spaces reconstruction (widening of sidewalks, relocation
of curbs, allocation or bicycle paths separation, elements installation to slow down
car traffic, etc.).

Construction of artificial structures, parking lots in settlements can often include
the new bridges construction, overpasses and transport interchanges at various levels,
the arrangement of above-ground and underground parking.

Arrangement of roundabouts is becoming increasingly common in developed
countries. The main advantages of such intersections introduction:

– bandwidth is virtually unaffected, and sometimes exceeds traditional intersections;
– safety increases, the number of accidents decreases, as well as their severity;
– traffic calms down;
– it is possible to organize heavy traffic without traffic lights;
– provides a simple organization of a large number of paths merging;
– movement comfort is promoted by a psychological component – there is no “main”
in movement.
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The introduction of means to ensure the inclusiveness of the street and road
space includes the provision of spatial orientation (by tactile tiles, voice notifications,
traffic indicators, includingBraille); installation of ramps to overcomeheight differences;
elevated pedestrian crossings and public transport stops (see Fig. 5), etc.

Ensuring drainage from streets and roads in settlements can be achieved by means
of vertical planning in combination with open and closed drainage structures.

Fig. 5. Elevated pedestrian crossing and public transport stop. Sources: https://cmr.pb.org.
ua/projects/archive/52/show/20; https://hmarochos.kiev.ua/2020/06/03/yakymy-mayut-buty-yak
isni-zupynky-gromadskogo-transportu-arhitektor-poyasnyuye-na-prykladah/.

4.2 Organizational Measures

World experience proves that even investing significant funds in the road network devel-
opment, it is impossible to solve the problem of movement in large cities by providing
only comfortable movement for cars.

That is why organizational measures for urban street and road network reconstruc-
tion should include orientation of central streets in settlements on pedestrian traffic,
encouragement of movement by public and light personal transport and the maximum
possible reduction of transit traffic through settlements.

Orientation of central streets in settlements on pedestrian traffic appropriate,
and in some cities necessary, taking into account the following factors:

– most urban centres have historically not been designed for large amounts of transport;
– the historic centres of cities are attractive for contemplation. Once there, citizens have
the opportunity to feel the so-called “spirit of the old city”, see the facades of houses
and their details. All this requires a “human scale” and an atmosphere that is almost
impossible to achieve with heavy car traffic [13];

– suchmeasures encourage residents tomovemore on foot and think about the feasibility
of using private transport without much need.

While implementing such measures, it is necessary to provide places for storing cars
outside pedestrian streets, as well as to create places for pedestrian recreation.

Measures for encouragement of movement by public and light personal trans-
port, which can be performed as part of streets reconstruction, are:

https://cmr.pb.org.ua/projects/archive/52/show/20
https://hmarochos.kiev.ua/2020/06/03/yakymy-mayut-buty-yakisni-zupynky-gromadskogo-transportu-arhitektor-poyasnyuye-na-prykladah/
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– identification of specialized lanes for public and light personal transport (bicycles,
scooters, segways, etc.);

– construction of comfortable, safe and accessible public transport stops;
– arrangement of infrastructure for light personal transport (parking [14], repair,
maintenance, and power supply of such transport modes [15]).

Outside of street reconstruction, measures to encourage public and light personal
transport are appropriate, such as:

– social advertising of such types of relocation [16];
– increasing the public transport attractiveness [17] (rolling stock renewal, proper
maintenance, timely cleaning and repair, traffic optimization [18, 19]);

– introduction of social support for public transport, which will make transportation
free or affordable (competitive compared to the private cars use).

Maximum possible reduction of transit traffic through settlements can be imple-
mented by bypass roads building and appropriate road signs installing. In world practice,
there is also experience in the use of underground space [20] to pass transit traffic (see
Fig. 6).

4.3 Operational Measures

Operational measures to improve the road traffic safety and comfort include: information
support, “greenwaves” introduction, off-street car parks creation and installation of noise
barriers.

Information support of road traffic should reduce the over-mileage by road users,
increase the comfort and traffic safety on the streets. Means of information support (road
signs, signposts, information boards, plates with street names and addresses, etc.) should
be aimed at both pedestrians and drivers.

“Green waves” introduction is to establish a traffic light connection that ensures
the inclusion of green signals to the moments of vehicles compact groups approach. The
average vehicles speed in the city should be 40–50 km/h, this speed when introducing
the “green wave” should guarantee the driver non-stop travel along the entire highway
from intersection to intersection due to coordinated switching of traffic light signals.

This will increase the capacity of regulated intersections, reduce travel time and
decrease emissions by reducing braking and acceleration while vehicles are moving
[21].

Off-street carparks creation –one of the necessarymeasure to increase the capacity
of urban streets and roads, as the lack of such parking forces drivers to use extreme lanes
as parking [22]. Given the lack of space in most cities, especially their historic centres,
it is advisable to consider the possibility of multi-level parking lots (overground and
underground) using automated parking.

Installation of noise barriers usually appropriate along high-speed highways pass-
ing by residential and public areas. The barriers installation can significantly reduce
noise pollution, and is also a physical barrier between the roadway and surrounding
areas, which prevents the sudden appearance of people and animals on the road.
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Fig. 6. Underground roads: in the Faroe Islands in Denmark (left); in Norway (right). Source:
https://edition.cnn.com/travel/article/eysturoy-tunnel-roundabout-faroe-islands/index.html,
https://www.reddit.com/r/europe/comments/der2fu/yet_another_roundabout_in_norway_but_
this_one_is/

5 Conclusion

The problem of road accidents in Ukraine is recognized as extremely acute, especially
in the last decade, due to the mismatch of road transport infrastructure to the society and
the state urgent needs in safety when traveling on highways and road users discipline
low level.

Analysing the current state of street and road network in large cities, we can conclude
that the process of transition from the attitude to the streets as a transit space to their
consideration as public space – for meetings, knowledge sharing, cultural leisure and
city life is underway in many cities.

Many cities around the world are actively involved in this process. Streets large-scale
reconstruction are the proof of that, as well as the development of norms, standards, new
principles and techniques according to which the city will have a place not only for
cars but also for pedestrians (including low-mobile population groups), cyclists, cafes,
verandas, street shops, etc.

Based on research of three main measures groups for urban street and road network
reconstruction have been identified:

– planning measures: introducing changes to the city planning structure, redistribution
of street and road space, construction of artificial structures, parking lots, arrangement
of roundabouts, introduction of means to ensure the inclusiveness of the street and
road space and ensure drainage from streets and roads;

– organizational measures: orientation of the central streets in settlements on pedestrian
traffic, encouragement of movement by public and light personal transport and the
maximum possible reduction of transit traffic through settlements;

– operational measures: information support, “green waves” introduction, off-street car
parks creation and noise barriers installation.

Traffic safety analysis shows that in the road network structure there are tradition-
ally dangerous areas, which should be considered in the first place when developing
reconstruction measures.

https://edition.cnn.com/travel/article/eysturoy-tunnel-roundabout-faroe-islands/index.html
https://www.reddit.com/r/europe/comments/der2fu/yet_another_roundabout_in_norway_but_this_one_is/
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Developing methods and measures for large cities road network reconstruction
should be guided by domestic regulations and positive foreign experience.
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