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#### Abstract

This paper describes the research, development, and implementation of a frame synchronization method for data transmission systems with short packets, specifically those that use nonseparable factorial coding. The key concept of the method is using a permutation as a syncword. This permutation must satisfy the following condition: the minimum Hamming distance to all its circular shifts must be the maximum. The frame synchronization method employs correlation processing and majority processing of data fragments transmitted through the communication channel, where the fragment length is equal to the syncword length. As a result, the proposed frame synchronization method can realize frame synchronization in data transmission systems with adverse noise conditions. Theoretical and practical assessment of the number of accumulated fragments required to establish frame synchronization indicates that implementing the proposed method reduces the amount of received data, which subsequently reduces the time required to establish a connection between the transmitter and receiver. In addition, interleaving accumulated fragments further reduces the required number of received fragments. © 2022 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Computers and Artificial Intelligence, Cairo University. This is an open access article under the CC BY license (http://creativecommons. org/licenses/by/4.0/).


## 1. Introduction

An efficient frame synchronization system that can detect frame boundaries at high bit error rates (BER) allows communication under high levels of natural or intentional noise. For example, such a system could facilitate communication under electronic warfare conditions. In addition, in such communication systems, combining channel error protection and unauthorized access protection
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into a single data structure realizes confidential information exchange.

This study reviews research aimed at developing a theory to construct telecommunication systems with nonseparable factorial coding. We continue the research started in [1], reveal, describe in detail, and improve the permutation based frame synchronization method.

Previous studies [2-5] have highlighted the basic principles of constructing nonseparable factorial codes and their characteristics. However, to the best of our knowledge, the procedure to establish frame synchronization for such systems with nonseparable factorial coding has not been studied extensively.

The frame synchronization [6-8] procedure is a required component of all network protocols [9-14]. Detecting frame boundaries at the receiver can be difficult due to low signal-to-noise ratios, which can be caused by electronic warfare and channel fading. Note that redundancy and forward error correction are common techniques to overcome channel fading.

When receiving a framed data stream, frame synchronization identifies incoming frame alignment signals (sync sequences or syncwords). Conventional frame formats ensure that a syncword
is sent in each frame and is utilized for channel estimation and frame synchronization.

Several methods have been proposed to synchronize codeword frames without using syncwords. For example, a previous study proposed a method [15] that is a variation of the brute-force approach. This method buffers two frame lengths of symbols and attempts decoding at each possible offset until an offset is determined for which decoding is successful. However, this method is computationally more complex and does not perform as well as frame synchronizers that utilize syncwords.

Another study [16] suggested XORing syncwords with data stream to increase the efficiency of frame synchronization. This technique reduces the amount of service information transmitted through the communication channel to establish message frame synchronization, thereby realizing more efficient allocation of communication channel resources. However, applying such an approach does not seem applicable in telecommunication systems with block and factorial codes [17-19] compared to data transmission systems with convolutional codes [20,21] because syncword superimposition on the information block can result in deformation of the data block and irrecoverable information loss. Thus, this method is not intended for frame synchronization in systems with factorial coding.

Frame synchronization methods, which do not rely on preamble symbols that introduce overhead in terms of energy consumption and channel utilization, deserve special attention. The core concept of such methods [22,23] is to omit the preamble and adapt the frame format; however, the adapted frame format provides a syncword [start of the frame delimiter (SFD)] in the frame structure.

Telecommunication systems with nonseparable factorial coding already utilize a nonstandard and redundant frame structure that does not provide a separate SFD field In addition, the codeword structure of a nonseparable factorial code allows it to function as a transport mechanism in short-packet communications [24-32], which is a feature of 5 G wireless networks, sensor data networks, machine to machine communications. In such systems, the overhead for syncwords cannot be ignored [33-35].

A previous study [36] developed a framing method for data transmission systems that use nonseparable factorial coding. However, it has several disadvantages, which are summarized as follows.

- The convergence time of the synchronization procedure is not optimal because this method does not consider all redundant features of the factorial code's codeword structure.
- The probability of false synchronization is high. This feature becomes more noticeable as bit error probability increases and accumulation $l$ value decreases. For example, for bit error probability $p_{0}=0.495$, the upper estimate of the probability of false synchronization is in the range $10^{-2}-10^{-5}$ when accumulation factor $l=3 \ldots 51$ fragments with a length of $n=M \cdot l_{r}=24$ bits (for a permutation length of $M=8$, where each symbol is encoded using a fixed length binary code). The results of an experimental study [36] indicated that the relative frequency of establishing false synchronization was $6.1 \cdot 10^{-3}$ for 10,000 tests and the indicated parameters.

The goal of this study is to increase the probability of frame synchronization for a given accumulation and reduce the probability of false synchronization under high noise conditions for shortpacket data systems using nonseparable factorial coding.

To achieve this goal, it is necessary to solve the following tasks.

- A method and corresponding algorithm must be developed to establish frame synchronization for short-packet data systems using nonseparable factorial coding.
- The probability of establishing frame synchronization under noise conditions of various intensity must be assessed.
- A model that can implement the algorithm developed to establish frame synchronization must be constructed.
- A comparative analysis of the probability indicators of framing acquisition must be performed under various noise intensity conditions.

In this study, we will evaluate the efficiency of the permutation based frame synchronization method in a model data transmission system with the following constraints,

- The communication channel is binary symmetric with independent bit errors.
- The bit error probability in the communication channel is $p_{0} \leqslant 0.495$.
- The probability of establishing correct synchronization is $P_{\text {true }} \geqslant 0.9997$ for any given value of bit error probability $p_{0} \leqslant 0.495$.
- The probability of establishing false synchronization is. $P_{\text {false }} \leqslant 3 \cdot 10^{-4}$. for any given bit error probability value $p_{0} \leqslant 0.495$.

This study proposed to use as a syncword a permutation where the minimum Hamming distance to all its circular shifts was the maximum. Furthermore, a correlation processing of data fragments received from the communication channel was introduced to recognize a syncword. Interleaving accumulated fragments accelerated the synchronization convergence. To evaluate the permutation-based frame synchronization method, a Python software model was constructed.

This paper is organized as follows: Section 2 provides the concepts for syncword selection and recognition, data stream correlation processing, theoretical assessment of probabilistic indicators, and details an outline of the permutation-based frame synchronization method; Section 3 presents a case study of the frame synchronization method; Section 4 gives the results of the permutation-based frame synchronization method evaluation through simulation; and Section 5 summarizes the findings and concludes the paper.

## 2. Materials and methods

As described in the literature [2], the codewords of a nonseparable factorial code are permutations. Here, each permutation $\pi$ symbol is encoded with a fixed length binary code. The codeword length is $l_{r}=\left\lceil\log _{2} M\right\rceil$, where $M$ is a permutation length.

The proposed frame synchronization method, and an existing method [36] use a permutation $\pi$ of length $M$ as a syncword. In addition, these methods use majority processing of the received data. However, in contrast to the previous method [36], the proposed method employs fragment correlation processing.

The principle of constructing a frame synchronization system is demonstrated using an example syncword based on permutation $\pi$ of length $M=8$ (the sequence of decimal characters in a set $\{0,1,2,3,4,5,6,7\}$ ).

Here, each symbol in the set is encoded with a fixed length binary code. The codeword length is $l_{r}=\left\lceil\log _{2} M\right\rceil=3\left(n=M \cdot l_{r}=24\right)$, as shown in Table 1.

### 2.1. Selecting a syncword

Note that permutation $\pi$ used as a syncword must satisfy the following condition: the minimum Hamming distance to all its circular shifts is the maximum.

Table 1
Permutation character encoding scheme.

| Decimal notation | 0 | 1 | 2 | 3 | 4 | 5 | 6 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Binary notation | 000 | 001 | 010 | 011 | 100 | 101 | 110 | 111 |

Let $\pi_{i}(j)$ be the permutation $\pi_{i}$ circular shifted to the left by $j$ bits, and let $d_{i j}$ be the Hamming distance from $\pi_{i}$ to its circular shift $\pi_{i}(j)$, where $0 \leqslant i \leqslant M!-1$ and $1 \leqslant j \leqslant n-1$. In addition, let $d_{i}=\min _{j}\left(d_{i j}\right)$ and $d=\max _{i}\left(d_{i}\right)=\max _{i}\left(\min _{j}\left(d_{i j}\right)\right)$. Then the syncword can be any permutation $\pi_{i}$ where $\forall d_{i j} \geqslant d$.

Remark 1. Due to the $n$-periodicity of the distances $d_{i j}$ relative to the circular shifts, it follows that for $\forall j, k, j \neq k, 1 \leqslant j, k \leqslant n-1$ and $d\left(\pi_{i}(j), \pi_{i}(k)\right) \geqslant d$ is true for the Hamming distance $d\left(\pi_{i}(j), \pi_{i}(k)\right)$ between circular shifts $\pi_{i}(j)$ and $\pi_{i}(k)$ if $d_{i j} \geqslant d$ for $\forall j \in[1, n-1]$.

Theorem 1. If $n>2$, there does not exist a permutation $\pi_{i}$ for which $2 d_{i}>n+1$, i.e., $d \leqslant(n+1) / 2$.

Proof. The value $d_{i}$ is equivalent to the coding distance of the code, in which combinations are formed by all $n$ circular shifts of the binary-represented permutation $\pi_{i}$. Thus, for such a code, it is necessary to determine the Plotkin bound relative to the code distance $d_{i}$. To achieve this, the ratios available in the proof of Theorem 1 (Plotkin bounds) are applicable [37]. For every code ( $n, M, d$ ), where $n$ is the code combination length, $M$ is the code size, $d$ is the code distance, the inequality $M(M-1) d \leqslant n M^{2} / 2$ holds if $M$ is an even number. For code combinations in the form of circular shifts of the binary-represented permutation $\pi_{i}, M=n$ is true. Then, $n(n-1) d_{i} \leqslant n^{3} / 2$ or $2 d_{i} \leqslant n+1+1 /(n-1)$ using $n>1$. Here, $1 /(n-1)<1$ if $n>2$; thus, $2 d_{i} \leqslant n+1$.

With odd number values of $M$, the inequality $M(M-1) d \leqslant n\left(M^{2}-1\right) / 2 \quad$ is applied. If $\quad M=n$, then $n(n-1) d_{i} \leqslant n\left(n^{2}-1\right) / 2$ or $2 d_{i} \leqslant n+1$ if $n>1$.

Thus, if $n>2$, then $d \leqslant(n+1) / 2$. $\square$.
Remark 2. For $M=8$ and $n=24$, the inequality $d \leqslant(n+1) / 2$ is formulated as $d \leqslant 12$.

The distribution of the $d_{i}$ values for every permutation of length $M=8$ is shown in Fig. 1 .


Fig. 1. Relationship between the distribution of permutations number and distance $d_{i}$.

From the distribution information shown in Fig. 1, it follows that $d=\max _{i}\left(d_{i}\right)=12$ for $M=8$. Here, the number of permutations with $d=12$ is 32 .

Remark 3. The number $d_{i}$ corresponding to permutation $\pi_{i}$ is invariant relative to its symbol (codeword) circular shifts, the inversions of bits, and the reverse order of bits. Based on Remark 3, the 32 permutations with $d=12$ can be obtained appropriately from a single permutation, as shown in Table 2.

In the next step, we constructed a normalized autocorrelation function (ACF) for the permutation given in Table 2. Here, we calculate the autocorrelation coefficients as follows:
$\rho_{j}=\frac{1}{n}\left(n-2 d_{i j}\right)$
Fig. 2 shows the normalized ACF graph for the permutation given in Table 2.

The number of shifts from 0 to 1 and from 1 to 0 in the binary notation of the permutation in Table 2 is 12 . From these data, it is apparent that the performance indicators to establish and maintain clock synchronization are slightly lower than those presented in Table 2 in the literature [36]. This indicates that 33\% more time is required to accumulate a certain predetermined number of significant modulation moments for the permutation in Table 2 in this paper compared to the permutations in Table 2 in the literature [36].

### 2.2. Syncword recognition

Here, we describe the majority processing of the received data to increase data reliability, which was also implemented in the previous study [36]. Note that this processing method allows for repetition and accumulation of syncwords. Let $l$ be an accumulation factor defining the number of accumulated bit fragments, where the fragment length is equal to the syncword length. In addition, the accumulation factor is an odd number. Majority processing defines the refined sequence $R$. According to this procedure, each error with multiplicity up to $(l-1) / 2$ inclusive that occurs in the corresponding bits of the received fragments is corrected. Thus, the maximum total number of bit errors that majority processing can correct is $((l-1) / 2) \cdot n=((l-1) / 2) \cdot M\left\lceil\log _{2} M\right\rceil$ among the received $l n$ bits.

### 2.3. Correlation processing

After majority processing, the receiver defines Hamming distances to every syncword circular shift from the sequence $R$. If some Hamming distance is less than or equal to $d_{l i m}$ for some syncword circular shift, the receiver identifies the resulting sequence $R$ with this shift.

Using the permutation in Table 2 as the syncword, the Hamming distance between the syncword and its circular shifts is not

Table 2
Permutation $\pi_{i}$, where $\forall d_{i j} \geqslant d$.

| Decimal notation | Binary notation |
| :--- | :--- |
| $(0,1,7,3,2,5,4,6)$ | $(000,001,111,011,010,101,100,110)$ |



Fig. 2. Normalized ACF graph for permutation given in Table 2.
less than 12; thus, each error in the refined sequence $R$ with multiplicity up to $d_{\text {lim }}=5$ is corrected.

### 2.4. Probability of bit error in sequence $R$

Here, assume that the communication channel is binary symmetric with independent bit errors. Then, the result of majority processing allows us to reduce the probability of the bit error to the value as follows:
$p_{0}^{*}=\sum_{i=(l+1) / 2}^{l} C_{l}^{i} p_{0}^{i}\left(1-p_{0}\right)^{l-i}$
In cases where $l \geqslant 1027$ (this value would be necessary when the bit error probability is high), it is impossible to perform the calculation using Eq. (1) by standard means. Therefore, we define an approximation for the bit error probability $p_{0}^{*}$.

Theorem 2. The probability of bit error after majority processing of $l$ fragments can be approximated as follows:
$p_{0}^{*} \cong \Phi(x)+\frac{1-2 p_{0}}{6 \sqrt{l p_{0}\left(1-p_{0}\right)}} \cdot\left(x^{2}-1\right) \cdot \varphi(x)$
where $\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-\frac{t^{2}}{2}} d t$ denotes the integral Laplace function, $\varphi(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}}$ is the differential Laplace function, $x=-\sqrt{l} \frac{0.5-p_{0}}{\sqrt{p_{0}\left(1-p_{0}\right)}}$, and the channel bit error probability $p_{0} \in(0 ; 0.5)$.

In this case, the approximation accuracy is given as follows:

$$
\begin{align*}
|\varepsilon| \leqslant & \frac{1}{12 \pi p_{0}\left(1-p_{0}\right)} \cdot \frac{1}{(1-2)(l-3)}+\frac{\left(1-2 p_{0}\right)^{2}}{9 \pi p_{0}\left(1-p_{0}\right.} \cdot \frac{1}{l}+ \\
& +\frac{1-2 p_{0}}{4 \sqrt{2 \pi p_{0}\left(1-p_{0}\right.}} \cdot \frac{1}{(l-2)(l-3) \sqrt{l-4}}+\frac{\left(1-2 p_{0}\right)^{2}}{9 \pi p_{0}\left(1-p_{0}\right)} \cdot \frac{1}{(l-1)(l-2)(l-3)} . \tag{3}
\end{align*}
$$

Proof. The distribution $F_{l}(x)$ can be approximated as follows (refer to Equations (36) and (40) in the literature [38]):
$F_{l}(x) \cong \Phi(x)-\frac{\theta_{3}}{3!\sqrt{l}} \cdot H_{2}(x) \cdot \varphi(x)$
where $\theta_{3}$ is the third moment of the Chebyshev-Hermite distribution; $H_{2}(x)=x^{2}-1$ is the Chebyshev-Hermite polynomial, $H_{k}(x)=(-1)^{k} \varphi^{(k)}(x) / \varphi(x)$.

For the Bernoulli distribution, where zero is the mean and one is the variance, i.e., $\theta_{3}=\alpha_{3}$, where $\alpha_{3}=-\left(1-2 p_{0}\right) / \sqrt{p_{0}\left(1-p_{0}\right)}$ is the third moment (asymmetry) of the distribution. Eq. (2) follows from these expressions.

We obtain the approximation accuracy [Eq. (3)] by substituting the expression for the absolute fourth moment of the Bernoulli distribution function $\beta_{4}+3=1 /\left(p_{0}\left(1-p_{0}\right)\right)$ and inserting the expressions for the third, fourth, and fifth absolute moments of the standard normal distribution divided by $\sqrt{2 \pi}, B_{3}=2 / \pi$, $B_{4}=3 / \sqrt{2 \pi}, B_{5}=8 / \pi$ into Equation (40) from the literature [38].

Using Eq. (3), we can define and present an estimate of the approximation accuracy [Eq. (2)] with $l \geqslant 1027$ for different $p_{0}$ values (Table 3).

### 2.5. Correct synchronization probability

Correct synchronization probability is the probability of errors in $v \leqslant d_{l i m}$ bits in $R$ :
$P_{\text {true }}\left(n, d_{\text {lim }}, p_{0}, l\right)=\sum_{v=0}^{d_{\text {lim }}} C_{n}^{v}\left(p_{0}^{*}\right)^{v}\left(1-p_{0}^{*}\right)^{n-v}$
For the syncword in Table 2, $\quad P_{\text {true }}\left(24,5, p_{0}, l\right)=\sum_{v=0}^{5}$ $C_{24}^{v}\left(p_{0}^{*}\right)^{v}\left(1-p_{0}^{*}\right)^{24-v}$.

Graphs $\quad P_{\text {true }}\left(24,5, p_{0}, l\right) \quad$ for $\quad p_{0} \in\{0.1,0.2,0.3$, $0.4,0.43,0.45,0.47,0.475,0.48,0.485,0.49,0.495\}$ depending on $l=1,3,5, \ldots, 1001$ are shown in Fig. 3.

Note that the bit error probability is not given a priori; thus, the frame synchronization procedure should be adaptive. Based on the dependencies shown in Fig. 3, the accumulation factor can vary widely to achieve a given probability of correct synchronization. In other words, to achieve $P_{\text {true }} \geqslant 0.9997$ when $p_{0}=0.1$, the accumulation factor $l=3$ is required, when $p_{0}=0.3$, factor $l=19$ is required, and when $p_{0}=0.45$, factor $l=305$ is required. The

Table 3
Estimation of approximation accuracy of Eq. (2) with $l \geqslant 1027$.

| $p_{0}$ | $\mathbf{0 , 4}$ | $\mathbf{0 , 4 3}$ | $\mathbf{0 , 4 5}$ | $\mathbf{0 , 4 7}$ | $\mathbf{0 , 4 7 5}$ | $\mathbf{0 , 4 8}$ | $\mathbf{0 , 4 8 5}$ | $\mathbf{0 , 4 9}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\|\varepsilon\| \leqslant$ | $1.15 \cdot 10^{-4}$ | $1.1 \cdot 10^{-4}$ | $1.07 \cdot 10^{-4}$ | $1.05 \cdot 10^{-4}$ | $\mathbf{0 , 4 9 5}$ |  |  |  |



Fig. 3. Dependencies of correct synchronization probability on accumulation factor for different bit error probabilities.
permutation-based frame synchronization method provides accumulation of $n$-bit fragments from the channel, and the corresponding majority and correlation processing. The maximum bit error probability value and minimum synchronization probability value designed for the synchronization system determine the maximum $l$ value. If there is no synchronism at maximum $l$, the synchronization system generates the channel failure signal. As indicated below, for $n=24, d_{l i m}=5$, and under the given constraints $P_{\text {true }} \geqslant 0.9997$ and $p_{0} \leqslant 0.495$, the maximum accumulation factor $l$ value is limited to 30,603 .

In addition, while devising the procedure to establish frame synchronization, it is necessary to count false synchronization occurrences. Here, false synchronization probability increases with a higher probability $p_{0}$ and with a lower accumulation factor $l$. In this case, the frame synchronization procedure should ensure that the probability of establishing false synchronism cannot exceed a given threshold for any arbitrarily high probability of a bit error.

Having defined the probability of correct synchronization, we discuss the false synchronization probability in the following.

This estimation considers the possibility of converting the transmitted syncword into any $2^{n}-\sum_{v=0}^{d_{\text {lim }}} C_{n}^{v}$ sequence. Simultaneously, a false synchronization event will occur if a communication channel error transforms the transmitted syncword into any of the sequences located at a Hamming distance not exceeding $d_{\text {lim }}$ from the possible syncword circular shifts (in geometric interpretation, within the spheres of $n$-dimensional space with centers at the points corresponding to the syncword circular shifts and radius $d_{\text {lim }}$ ). Here, the number of such possible sequences is $(n-1) \sum_{v=0}^{d_{l i m}} C_{n}^{v}$. While calculating the relation $(n-1) \sum_{v=0}^{d_{l i m}} C_{n}^{v} /\left(2^{n}-\sum_{v=0}^{d_{\text {lim }}} C_{n}^{v}\right)$, for example, for $M=8, n=24$, and $d_{l i m}=5$, we obtain the value 0.076 . Note that the points inside the spheres of radius $d_{\text {lim }}$ are not equally probable when $0<p_{0}<0.5$; thus, the assessment in Eq. (5) is imprecise. Next, we calculate the exact probability rate of false synchronization.

Theorem 3. False synchronization probability.

$$
\begin{align*}
& P_{\text {false }}\left(n, d_{\text {lim }}, p_{0}, l\right) \\
& \quad=\sum_{j=1}^{n-1}\left(\sum_{v=d_{i j}-d_{l i m}}^{d_{i j}} C_{d_{i j}}^{v}\left(\sum_{w=0}^{v-d_{i j}+d_{l i m}} C_{n-d_{i j}}^{w}\left(p_{0}^{*}\right)^{v+w}\left(1-p_{0}^{*}\right)^{n-(w+v)}\right)\right) \tag{6}
\end{align*}
$$

Proof. The probability of an error leading to an incorrect decision and establishing false synchronization in the refined sequence $R$ is the probability of occurrence of any error vector that transforms syncword $\pi_{i}$ into any of its circular shifts $(1 \leqslant j \leqslant n-1)$ in the refined sequence $R$ with accuracy up to $d_{l i m}$ bits.

As discussed previously, $d_{i j}$ is the Hamming distance from syncword $\pi_{i}$ to its circular shift by $j$ bits $\pi_{i}(j), 1 \leqslant j \leqslant n-1$. In this case, the error translates permutation $\pi_{i}$ into its circular shift $\pi_{i}(j)$ if it contains $v$ errors in $d_{i j}$ bits of difference between these two sequences, while $d_{i j}-d_{\lim } \leqslant v \leqslant d_{i, j}$. In addition, in the remaining $\left(n-d_{i j}\right)$ bits, the occurrence of $w$ more bit errors is possible, whereas $0 \leqslant w \leqslant v-\left(d_{i j}-d_{\lim }\right)$. The latter restraint is due to the fact that, for false synchronization, the permutation modified by the error should not differ by greater than $d_{l i m}$ bit from the circular shift of permutation $\pi_{i}$.

The probability of the above event described is given as follows:

$$
\begin{align*}
& P_{\text {false }}\left(n, d_{l i m}, p_{0}, l\right) \\
& \quad=\sum_{j=1}^{n-1}\left(\sum_{v=d_{i j}-d_{l i m}}^{d_{i j}}\left(\begin{array}{c}
C_{d_{i j}}^{v}\left(p_{0}^{*}\right)^{v}\left(1-p_{0}^{*}\right)^{d_{i j}-v} \times \\
\left.\left.\times \sum_{w=0}^{v-d_{i j}+d_{l i m}} C_{n-d_{i j}}^{w}\left(p_{0}^{*}\right)^{w}\left(1-p_{0}^{*}\right)^{n-d_{i j}-w}\right)\right)
\end{array} .\right) . \begin{array}{l}
\end{array}\right) \tag{7}
\end{align*}
$$

By grouping the factors in Eq. (7), we obtain an expression to calculate the false synchronization probability [Eq. (6)].

Remark 4. For the syncword in Table 2 with $d_{l i m}=5$, values $d_{i j}=12$ are registered in 19 cases, values $d_{i j}=14$ are registered in two cases, and values $d_{i j}=16$ are registered in two cases (refer to the normalized ACF graph in Fig. 2). Thus, after grouping the terms, Eq. (6) for the syncword in Table 2 holds:

$$
\begin{align*}
P_{\text {false }}\left(24,5, p_{0}, l\right)= & 19 \sum_{v=7}^{12} C_{12}^{v}\left(\sum_{v=7}^{12} C_{12}^{v}\left(p_{0}^{*}\right)^{v+w}\left(1-p_{0}^{*}\right)^{24-v-w}\right) \\
& +2 \sum_{v=9}^{14} C_{14}^{v}\left(\sum_{w=0}^{v-9} C_{10}^{w}\left(p_{0}^{*}\right)^{v+w}\left(1-p_{0}^{*}\right)^{24-v-w}\right.  \tag{8}\\
& \left.+2 \sum_{v=11}^{16} C_{8}^{w}\left(p_{0}^{*}\right)^{v+w}\left(1-p_{0}^{*}\right)^{24-v-w}\right)
\end{align*}
$$

Remark 5. When performing numerical calculations for the false synchronization probability $P_{\text {false }}\left(n, d_{l i m}\right)$, Eq. (8) is expressed in the model example of this study.

Graphs $\quad P_{\text {false }}\left(24,5, p_{0}, l\right) \quad$ for $\quad p_{0} \in\{0.1,0.2,0.3,0.4$, $0.43,0.45,0.47,0.475,0.48,0.485,0.49,0.495\}$ depending on $l=1,3,5, \ldots, 1001$ are shown in Fig. 4.

Analysis of the graphs shown in Fig. 4 leads to the following. While increasing accumulation factor $l$ and calculating the distances to all syncword circular shifts, the probability of false synchronization exceeds the maximum permissible value with an unknown bit error probability $p_{0}$. For example, if the analysis of the refined sequence begins with accumulation factor $l=3$ and $p_{0}=0.4$, the probability of false synchronization for $l=3$ is $P_{\text {false }}=0.046$. Obviously, this probability is unacceptable. Thus, the following approach is employed to reduce this probability.

### 2.7. Reducing false synchronization probability

The receiver groups the fragments received from the channel into $K$ blocks by $l$ fragments. Here, the refined sequences $R_{k}$, where $k \in[1, K]$, are calculated independently for each block. Synchronism is established if each of the sequences $R_{k}$ corresponds to the same circular shift of syncword.

Then, the correct synchronization probability [refer to Eq. (4)] is obtained as follows:
$P_{\text {true }}\left(n, d_{l i m}, p_{0}, l, K\right)=\left(\sum_{v=0}^{d_{\text {lim }}} C_{n}^{v}\left(p_{0}^{*}\right)^{v}\left(1-p_{0}^{*}\right)^{n-v}\right)^{K}$
From Eq. (6), the probability of false synchronization changes to:
$P_{\text {false }}\left(n, d_{l i m}, p_{0}, l, K\right)=\sum_{j=1}^{n-1}\left(\sum_{v=d_{i j}-d_{l i m}}^{d_{i j}} C_{d_{i j}}^{v} \sum_{w=0}^{v-d_{i j}+d_{l i m}} C_{n-d_{i j}}^{w}\left(p_{0}^{*}\right)^{v+w}\left(1-p_{0}^{*}\right)^{n-v-w}\right)^{K}$

Eq. (10) can be explained as follows. The probability of converting permutation $\pi_{i}$ into its circular shift $\pi_{i}(j)$ is equal [refer to Eq. (6) $] P_{\text {false } j}\left(n, d_{l i m}, p_{0}, l\right)=\sum_{v=d_{i j}-d_{l i m}}^{d_{i j}} C_{d_{i j}}^{v}\left(\sum_{w=0}^{v-d_{i j}+d_{l i m}} C_{n-d_{i j}}^{w}\left(p_{0}^{*}\right)^{v+w}\right.$
$\left.\left(1-p_{0}^{*}\right)^{n-(w+v)}\right)$. The probability that the channel noise will transform a permutation $\pi_{i}$ into its circular shift $\pi_{i}(j)$ in $K$ blocks is equal to $P_{\text {false } j}^{K}\left(n, d_{l i m}, p_{0}, l\right)$. Thus, the false synchronization probability for the $K$ blocks is given as:

$$
\begin{aligned}
P_{\text {false }}\left(n, d_{\text {lim }}, p_{0}, l, K\right)= & P_{\text {false } 1}^{K}\left(n, d_{l i m}, p_{0}, l\right) \\
& +P_{\text {false } 2}^{K}\left(n, d_{l i m}, p_{0}, l\right)+\ldots+ \\
& +P_{\text {false }(n-1)}^{K}\left(n, d_{l i m}, p_{0}, l\right) \\
= & \sum_{j=1}^{n-1} P_{\text {false } j}^{K}\left(n, d_{l i m}, p_{0}, l\right) .
\end{aligned}
$$

Graphs of $\quad P_{\text {true }}\left(24,5, p_{0}, l, K\right)$ and $\quad P_{\text {false }}\left(24,5, p_{0}, l, K\right)$ for $p_{0}=0.495$ and $K \in\{1,2,3,4\}$ depending on accumulation factor $l=1,3,5, \ldots, 30603$ are shown in Fig. 5 and Fig. 6.

Dependency graphs $P_{\text {true }}\left(24,5, p_{0}, l, K\right)$ and $P_{\text {false }}\left(24,5, p_{0}, l, K\right)$ for $p_{0}=0.495$ and $K \in\{1,2,3,4\}$ depending on the number of accumulated fragments, $L=l \cdot K=1,3,5, \ldots, 30603$ are shown in Fig. 7 and Fig. 8.

Fig. 6 and Fig. 8 show that the values are $P_{\text {false }}\left(24,5, p_{0}, l, 4\right) \leqslant 2.68 \cdot 10^{-9}, \quad P_{\text {false }}\left(24,5, p_{0}, l, 3\right) \leqslant 8.15 \cdot 10^{-7}$, $P_{\text {false }}\left(24,5, p_{0}, l, 2\right) \leqslant 2.48 \cdot 10^{-4}$, and $P_{\text {false }}\left(24,5, p_{0}, l, 1\right) \leqslant 7.55 \cdot 10^{-2}$ for $p_{0}=0.495$.

In the following, we perform an upper estimate for the probability $P_{\text {false }}\left(n, d_{l i m}, p_{0}, l, K\right)$ calculated using Eq. (10).

Theorem 4. The evaluation of false synchronization probability $P_{\text {false }}\left(n, d_{l i m}, p_{0}, l, K\right)$ can be expressed as follows:
$P_{\text {false }}\left(n, d_{l i m}, p_{0}, l, K\right) \leqslant \max _{s}\left\{p\left(n, d_{l i m}, K, s\right)\right\}$,
where
$p\left(n, d_{l i m}, K, s\right)=\sum_{j=1}^{n-1}\left(\sum_{v=d_{i j}-d_{l i m}}^{d_{i j}} C_{d_{i j}}^{v} \sum_{w=0}^{v-d_{i j}+d_{l i m}} C_{n-d_{i j}}^{w} F(n, v+w, s)\right)^{K}$,
$F(n, v+w, s)=\left\{\begin{array}{c}(s / N n)^{v+\omega}(1-s / N n)^{n-(v+\omega)}, N(v+w) \leqslant s \\ ((s+1) / N n)^{v+\omega}(1-(s+1) / N n)^{n-(v+\omega)}, \\ N(v+w) \geqslant s+1 ;\end{array}\right.$
$N$ is a number of segments into which the segments $[z / n ;(z+1) / n]$ are divided;
$z$ is a natural number, $d-d_{l i m} \leqslant z \leqslant\lceil n / 2\rceil-1$;
$s$ is a natural number, $N\left(d-d_{l i m}\right) \leqslant s \leqslant\lceil N n / 2\rceil-1$.


Fig. 4. Dependencies of false synchronization probability for different bit error probabilities on the accumulation factor.


Fig. 5. Dependencies of correct synchronization probability on accumulation factor for bit error 0.495 and various values of $K \in\{1,2,3,4\}$.

Proof. Here, consider the behavior of the function $f\left(n, v+w, p_{0}^{*}\right)=\left(p_{0}^{*}\right)^{v+w}\left(1-p_{0}^{*}\right)^{n-v-w}$. The graphs $f\left(n, v+w, p_{0}^{*}\right)$ for $n=24$ and $v+w=\{7,9,12,15,17\}$ depending on $p_{0}^{*}$ are shown in Fig. 9, where the range of values $p_{0}^{*} \in(0,1)$ is employed to improve the visualization of the relationship.

In the following step, it is necessary to determine the point $p_{0}^{*}$ at which function $f\left(n, v+w, p_{0}^{*}\right)$ obtains the maximum value. Here, we assume that $\quad g\left(n, v+w, p_{0}^{*}\right)=\ln f\left(n, v+w, p_{0}^{*}\right)$
$=(v+w) \ln p_{0}^{*}+(n-v-w) \ln \left(1-p_{0}^{*}\right)$. Then, $g^{\prime}\left(n, v+w, p_{0}^{*}\right)=$ $\left(v+w-n p_{0}^{*}\right) / p_{0}^{*}\left(1-p_{0}^{*}\right), \quad$ and $\quad g^{\prime}\left(n, v+w, p_{0}^{*}\right)=0 \quad$ when $p_{0}^{*}=(v+w) / n$. Thus, we obtain $\quad \max \left(f\left(n, v+w, p_{0}^{*}\right)\right)=$ $f(n, v+w,(v+w) / n)$.

For the model example in this study, the maximum of the functions $f\left(n, v+w, p_{0}^{*}\right), \quad d-d_{l i m} \leqslant v+w<n / 2$ is located in $p_{0}^{*} \in[7 / 24 ; 1 / 2)$. When $v+w \geqslant n / 2$, the functions increase monotonically over the interval $(7 / 24 ; 1 / 2)$.


Fig. 6. Dependencies of false synchronization probability on accumulation factor for bit error 0.495 and various values of $K \in\{1,2,3,4\}$.


Fig. 7. Dependencies of correct synchronization probability on the number of accumulated fragments for bit error 0.495 and various values of $K \in\{1,2,3,4\}$.

Each function $f\left(n, v+w, p_{0}^{*}\right)$ is monotonic in the intervals $(z / n ;(z+1) / n)$, where $\quad z \quad$ is a natural number $d-d_{\text {lim }} \leqslant z \leqslant\lceil n / 2\rceil-1$. Each segment $[z / n ;(z+1) / n]$ is divided into $N$ segments $[z / n+i / N n ; z / n+(i+1) / N n] 0 \leqslant i \leqslant N-1$. For each natural number $s, N\left(d-d_{l i m}\right) \leqslant s \leqslant\lceil N n / 2\rceil-1$, and parameter values $p_{0}^{*} \in[\mathrm{~s} / N n ;(s+1) / N n]$, the following constraints are applied:
$f\left(n, v+w, p_{0}^{*}\right)=\left(p_{0}^{*}\right)^{v+w}\left(1-p_{0}^{*}\right)^{n-v-w} \leqslant F(n, v+w, s)$
where $\quad F(n, v+w, s)=\left\{(s / N n)^{v+\omega}(1-s / N n)^{n-(v+\omega)}, N(v+w) \leqslant s\right.$; $((s+1) / N n)^{v+\omega}(1-(s+1) / N n)^{n-(v+\omega)}, N(v+w) \geqslant s+1 .$.

Estimates (12) for $p\left(n, d_{l i m}, K, s\right)$ and (11) for $P_{\text {false }}\left(n, d_{\text {lim }}, p_{0}, l, K\right)$ are formed sequentially based on relations (10) and (13). $\square$.

For the example model, we split segment $p_{0}^{*} \in[7 / 24,1 / 2]$ into $\lceil N n / 2\rceil-N\left(d-d_{\text {lim }}\right)=\lceil 2 \cdot 24 / 2\rceil-2(12-5)=10$ segments with a step of $1 / 48$. Then, $s=14,15, \ldots, 23$.The upper estimates of the probability $P_{\text {false }}\left(24,5, p_{0}, l, K\right)$ for $K \in\{1,2,3,4\}$ are derived based on Eqs. (11) and (12), as shown in Table 4.

The given values indicate that the initial value of $K$ can be selected even for $p_{0}^{*} \rightarrow 1 / 2$ such that the probability of false synchronization satisfies the given requirements.


Fig. 8. Dependencies of false synchronization probability on the number of accumulated fragments for bit error 0.495 and various values of $K \in\{1,2,3,4\}$.


Fig. 9. Dependencies of $f\left(n, v+w, p_{0}^{*}\right)$ from $p_{0}^{*}$ for $n=24$ and $v+w=\{7,9,12,15,17\}$.

Remark 6. Eqs. (9) and (10), as well as Eqs. (4) and (6), determine the probabilities of correct and false synchronization "in the point," i.e., for a separate test with given values of accumulation factor $l$ and the number of blocks $K$, while ignoring the procedure of sequential $l$ increase and $K$ variation.

### 2.8. Assessments of interval probabilities of synchronization

The synchronization result for the current value of $l$ depends on the synchronization results for the previous values of $l$. This is due
to the fact that the statistics in the accumulated segments within a single block may differ slightly.

The probability $P_{\text {true-final }}$ of correct synchronization after the accumulation factor has reached the value of $l$ is estimated by the correct synchronization probability for a fixed value of $l$ as follows:
$P_{\text {true_final }}\left(n, d_{\text {lim }}, p_{0}, l, K\right) \geqslant P_{\text {true }}\left(n, d_{\text {lim }}, p_{0}, l, K\right)$
The probability $P_{\text {false_final }}$ of false synchronization after the accumulation factor has reached the value of $l$ for $K=1$ is estimated from the above as follows:

Table 4
Upper estimates of false synchronization probability for $n=24, d_{\text {lim }}=5$.

| $K$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| $P_{\text {false }}\left(24,5, p_{0}, l, K\right) \leqslant$ | $8.03 \cdot 10^{-2}$ | $2.80 \cdot 10^{-4}$ | $9.78 \cdot 10^{-7}$ | $3.42 \cdot 10^{-9}$ |

$P_{\text {false_final }}\left(n, d_{l i m}, p_{0}, l, K\right)=\sum_{i=1}^{K} P_{\text {false_sum }}\left(n, d_{l i m}, p_{0}, l_{\min }(i), l_{\max }(i), i\right)$,
where
$P_{\text {false_sum }}\left(n, d_{l i m}, p_{0}, l_{\min }(i), l_{\max }(i), i\right)$

$$
\begin{equation*}
\leqslant \sum_{j=l_{\min }(i)}^{l_{\max }(i)} P_{\text {false }}\left(n, d_{l i m}, p_{0}, j, i\right) \tag{16}
\end{equation*}
$$

$P_{\text {false_sum }}\left(n, d_{l i m}, p_{0}, l_{\min }(i), l_{\max }(i), i\right)$ determines the false synchronization probability for $i$ blocks; $l_{\min }(i) \leqslant l \leqslant l_{\max }(i) ; l_{\min }(K)=1 ; l_{\max }(1)=l$.

Remark 7. $P_{\text {true_final }}\left(n, d_{\text {lim }}, p_{0}, l, K\right)$ and $P_{\text {false_final }}\left(n, d_{\text {lim }}, p_{0}, l, K\right)$ are in fact estimates of the cumulative distribution function (CDF) [39] of the number $L_{f r}=K l$ prior to establishing the correct or false synchronism, respectively.

### 2.9. Selecting $K$ and $l$

The values of $K$ and the segment $\left[l_{\min }(i), l_{\max }(i)\right]$ bounds are selected to satisfy the inequality $P_{\text {false_final }}\left(n, d_{\text {lim }}, p_{0}, l, K\right) \leqslant P_{\text {false_max }}$, where $P_{\text {false_max }}$ is the limit value for the probability of false synchronization, and $p_{0_{-} \text {max }}$ is the limit value for the bit error probability.

Based on Eq. (15), the constraints for the individual terms $P_{\text {false_final }}\left(n, d_{l i m}, p_{0}, l, K\right)$ are defined as follows:
$P_{\text {false_sum }}\left(n, d_{l i m}, p_{0}, l_{\min }(i), l_{\max }(i), i\right) \leqslant \gamma_{i} \cdot P_{\text {false_max }}$
In addition, $\gamma_{i} \geqslant 0, \sum_{i=1}^{K} \gamma_{i}=1$.
Note that defining the bounds for segments $\left[l_{\min }(i), l_{\max }(i)\right]$ begins with $i=1$.

Then $l_{\max }(1)=\min (l): P_{\text {true }}\left(n, d_{\text {lim }}, p_{0}, l, 1\right) \geqslant P_{\text {true_min }}$. Thus, via an analogy with Eq. (14), the following inequality holds: $P_{\text {true_final }}\left(n, d_{\text {lim }}, p_{0}, l_{\max }(1), K\right) \geqslant P_{\text {true_min }}$. For the example model with $n=24, \quad d_{\text {lim }}=5$ for $P_{\text {true_min }}=0.9997$, and $p_{0_{-} \max }=0.495$, we obtain $l_{\max }(1)=30603$.

The values
of
$l_{\min }(i)=\min (l): P_{\text {false_sum }}\left(n, d_{l i m}, p_{0}, l, l_{\max }(i), i\right) \leqslant \gamma_{i} \cdot P_{\text {false_max }}$.
The values $l_{\min }(i)$ define the upper bounds $l_{\max }(i+1)$ : $l_{\max }(i+1)=\left[l_{\min }(i) \cdot(i /(i+1))\right]-p r t s g n \quad$ where prtsgn $=\left\{\begin{array}{c}0 \text { if }\left[l_{\min }(i) \cdot(i /(i+1))\right] \text { is odd; } \\ 1 \text { otherwise } .\end{array}\right.$.

Here, the method used to select the values of $K, l_{\min }(i), l_{\max }(i)$, $i \in[1 ; K]$ applies to any given constraint.

For the example model, $P_{\text {false_max }}=3 \cdot 10^{-4}$. According to Table 4 and from Eq. (16), we obtain $P_{\text {false_sum }}(24,5,0.495,1,30603,4) \leqslant 1.05 \cdot 10^{-4}$. Thus, $K=4$, and $P_{\text {false_sum }}\left(24,5,0.495,1, l_{\max }(4), 4\right) \ll \sum_{i=1}^{3} P_{\text {false_sum }}\left(n, d_{l i m}\right.$, $\left.p_{0}, l_{\min }(i), l_{\max }(i), i\right)$.

Here, assume that $\gamma_{1}=1 / 8, \gamma_{2}=3 / 4$, and $\gamma_{3}=1 / 8$. Then, the boundaries of the segments $\left[l_{\min }(i), l_{\max }(i)\right]$ take the values given in Table 5.

The number of accumulated fragments is $L_{f r}=K l$, and the number of accumulated bits is $L=K l n$.

Table 5
Segment boundaries $\left[l_{\text {min }}(i), l_{\max }(i)\right]$.

| $i$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ |
| :--- | :--- | :--- | :--- | :--- |
| $l_{\min }(i)$ | 30,549 | 10,457 | 2779 | 1 |
| $l_{\max }(i)$ | 30,603 | 15,273 | 6971 | 2083 |

Fig. 10 shows the graphs for the dependencies of estimates of the correct and false synchronization probabilities calculated using Eqs. (14) and (15) on the number of accumulated fragments under the given constraints for $K=\{1,2,3,4\}$ and the values defined for the transition points.

The graphs in Fig. 10 define the adaptive synchronization process at an unknown level of bit error probability $p_{0} \leqslant 0.495$ for $P_{\text {true }} \geqslant 0.9997$ and $P_{\text {false }} \leqslant 3 \cdot 10^{-4}$.

Based on the approach employed to determine frame synchronism, we formulate the stages stipulated by the proposed method in the following.

### 2.10. Permutation-based frame synchronization method

The permutation-based frame synchronization method is realized through the following stages.

- The transmitter sequentially issues a syncword into the communication channel. The syncword is a permutation $\pi$ of length $M$, where the minimum Hamming distance $d$ to all of its circular shifts is the maximum. For example, for $M=8$, such a syncword is the permutation $\pi=(000,001,111,011,010,101,100,110)$ with precision up to its circular shift by the number of bits that is a multiple of the symbol length in its binary representation $l_{r}=3$, bit inversion, and their reverse order.
- The receiver accumulates $K$ blocks received from a communication channel comprising $l$ fragments of $n$ bits. Here, the $K$ and $l$ values are transformed according to the above procedure.
- For each block, the refined sequences $R_{k}$, where $k \in[1, K]$, are calculated independently. Each bit of this sequence is calculated on a majority basis based on the corresponding bits of the received fragments. Thus, if "ones" dominate in the $i$-th bits of a fragment, the $i$-th bit of the refined sequence is assigned a value of "one." In contrast, if they contain more "zeros," it is assigned a value of "zero."
- The Hamming distances for all syncword circular shifts are calculated for each refined sequence $R_{k}$. Here if one distance is less than or equal to $d_{l i m}=\lfloor(d-1) / 2\rfloor$, the refined sequence is identified with the circular shift to which this distance corresponds.
- Synchronism is established if each of the sequences $R_{k}$, where $k \in[1, K]$, are identified by the same syncword circular shift; otherwise, the operations to detect the syncword are repeated beginning from the second stage in the current list.
- The number of accumulated fragments can be increased sequentially to a predetermined threshold $l_{\max }(1)$. Here, if synchronism has not been established after reaching this threshold, the search procedure is terminated, and a channel failure message is output by the system.


## 3. Evaluation

To evaluate the permutation-based frame synchronization method described in Subsection 2.10, a Python software model was developed to transmit information with data factorial coding. The simulation parameters are given in Table 6.

The algorithm for the model frame synchronization system is shown in Fig. 11.


Fig. 10. Dependencies of estimates of probabilities of correct and false synchronization on the number of accumulated fragments for the adaptive synchronization process.

Table 6
Simulation parameters.

| Communication channel | Binary symmetric |
| :---: | :---: |
| Bit errors | Independent |
| BER | $0.4 \leqslant p_{0}<0.498$ |
| Number of tests | $10^{3}, 10^{4}$ |
| Syncword | $\pi=(0,1,7,3,2,5,4,6)=(000,001,111,011,010,101,100,110)$ |
| K | 4 |
| $l_{\text {min }}(i)$ values | 30549, 10457, 2779, 1 |
| $l_{\text {max }}(i)$ values | 30603, 15273, 6971, 2083 |

In this evaluation, the permutation given in Table 2 was adopted as a syncword. Segment boundaries $l_{\min }(i), l_{\max }(i)$ are defined above for $P_{\text {true }} \geqslant 0.9997, P_{\text {false }} \leqslant 3 \cdot 10^{-4}$ for any given value of bit error probability $p_{0} \leqslant 0.495$. In addition, 10,000 tests were conducted to accurately determine the statistical indicators of frame synchronization.

## 4. Results and discussion

The graphs in Fig. 12 show the dependencies of the relative frequency $W_{\text {true }}\left(24,5, p_{0}, l, K\right)$ of establishing correct frame synchronism on the fixed value of accumulation factor $l$ for BER $p_{0}=0.4$ and number of blocks $K \in\{1 ; 2 ; 3 ; 4\}$. Here, each value of $W_{\text {true }}\left(24,5, p_{0}, l, K\right)$ was verified experimentally across 1000 tests.

The markers shown in Fig. 12 also illustrate the corresponding graphs of the theoretical dependencies $P_{\text {true }}$ from $l$ according to Eq. (9).

Note that the theoretical and experimental dependencies shown in Fig. 12 have the same distribution. In addition, the obtained p-values for the Pearson criterion interpreted according to the methodology described in the literature [40] are close to one. The same conclusions were made for the probability of false synchronization. This indicates the adequacy of the constructed model.

Fig. 13 shows the graph of the experimentally obtained CDF $W_{\text {true-final }}\left(24,5, p_{0}, l, K\right)=\sum_{K^{*} l^{*} \leqslant K l} W_{\text {true }}\left(24,5, p_{0}, l^{*}, K^{*}\right)$ on the number of processed fragments $L_{f r}=K l$ for $p_{0}=0.495$ across 10,000 tests.

In Fig. 13, the dashed line shows the CDF lower estimate calculated by Equation (14), and the dash-dotted line represents the experimentally determined CDF for the previous method [36] at $p_{0}=0.495$.

Remark 8. No false synchronizations were observed in 10,000 tests during the experimental analysis of the developed method, for BER $p_{0}=0.495$.

The graphs in Fig. 13 confirm the relatively rough estimate obtained by Equation (14). The results also indicate that the proposed method allows reaching the set probabilistic indicators of frame synchronization faster than the previous method [36]. However, certain value ranges for the number of accumulated fragments were determined ( $L_{f r}=1 \ldots 14984$ in the given graph), where the relative frequency of correct synchronization for the previous method [36] is higher. In this case, the previous method [36] does not satisfy the requirements for the probability of false synchronism establishment. Note that there is a potential for combined application of both the previous and proposed methods; however, this is beyond the scope of the current study.


Fig. 11. Algorithm of the frame synchronization system.

It necessary to consider the behavior of the CDF $W_{\text {true_final }}\left(24,5, p_{0}, l, K\right)$ on $L_{f r}=K l$ for the BER $p_{0} \leqslant 0.498$ (Fig. 14). Here, the $K$ and $l$ values were determined for $p_{0}=0.495$, as shown in Table 5. For each value of BER, 1000 tests were conducted.

The graphs in Fig. 14 determine the probabilistic indicators to establish correct synchronism using the frame synchronization system at various values of BER $p_{0}$.

Fig. 14(b) shows that when the BER exceeds the limit value (i.e., $p_{0}=0.495$ in the example model), the requirements for correct synchronization probability may be violated. Thus, $W_{\text {true_final }}(24,5,0.496,30603,1)=0.997, \quad W_{\text {true_final }}(24,5,0.497$, $30603,1)=0.920$, and $W_{\text {true_final }}(24,5,0.498,30603,1)=0.519$. In this case, the relative frequency of establishing false frame synchronism
is
$W_{\text {false-final }}(24,5,0.496,30603,1)=0.003$,


## Accumulation factor

Fig. 12. Dependencies of $W_{\text {true }}\left(24,5, p_{0}, l, K\right)$ on the fixed value of $l$.


Fig. 13. CDF for BER $p_{0}=0.495$.
$W_{\text {false_final }}(24,5,0.497,30603,1)=0.001$, and $\quad W_{\text {false_final }}(24,5$, $0.498,30603,1)=0.033$. In addition, the relative frequency of communication channel failure (a situation in which $L_{f r}=K l=30603$ synchronization was not found) is 0.003 for $p_{0}=0.496,0.080$ for $p_{0}=0.497$, and 0.465 for $p_{0}=0.498$.

It is important to note that for maximum efficiency of the proposed method, bit error probability must be predicted as accurately as possible. However, the procedure used to select the moments to alter the $K$ and $l$ values can be adaptive, depends on bit error probability, and can be determined, for example, according to the average number of accumulated fragments before frame synchronism is realized.

At this stage, it is possible to define and demonstrate (Fig. 15) the dependency of the average value of the number of accumulated fragments prior to establishing frame synchronism $\overline{L_{f r}}$ on BER $p_{0}$.

Fig. 15 illustrates the exponential nature of the increase in the average value of the number of accumulated fragments prior to establishing frame synchronism (depending on the BER). This dependency can be employed for adaptive changes in the value change moments of the $K$ and $l$ value in the frame synchronization system.

Note that according to the permutation-based frame synchronization method described in Subsection 2.10, the refined sequences $R_{k}, k \in[1, K]$, are calculated independently. Each bit of


Fig. 14. CDF for BER: (a) $p_{0} \leqslant 0.43$; (b) $0.45 \leqslant p_{0} \leqslant 0.498$.


Fig. 15. Average number of accumulated fragments before establishing frame synchronism on BER.
these sequences is calculated on a majority basis based on the corresponding bits of the received fragments.

In the constructed model, for which the results are shown in Figs. 13-15, the fragments that define sequences $R_{k}$ stay the same when the values of $K$ and $l$ are varied. When increasing $l$, new fragments just supplement the sets of fragments that define sequences $R_{k}$ (for the constant $K$, each next value of $l$ results in each set of fragments being supplemented with only two new fragments). Thus, the number of supplemented fragments is relatively small, e.g., 8 fragments for $l=50$ and $K=4$, what is only $4 \%$. Thus, the result of the majority processing of received bits is highly correlated with the result obtained in the previous step for a smaller $l$ value.

The following approach is proposed to reduce this correlation.
The frame synchronization system accumulates all the received fragments in one buffer and then randomly distributes the fragments equally between $K$ sets of fragments that define sequences
$R_{k}$. Here, if synchronization is not established in this step, the receiver also accepts new fragments and writes them to a general buffer. Then, the synchronization system again distributes the fragments randomly between the $K$ sets of fragments. This approach to fragment processing is referred to as interleaving because the specified random distribution of fragments between $K$ sets can be achieved by interleaving fragments in a common array in the buffer.

Fig. 16 shows the graph of the experimentally obtained CDF $W_{\text {true-final }}\left(24,5, p_{0}, l, K\right)$ for the proposed processing approach with interleaving compared to the approach without interleaving. Here, all model parameters are the same as those in the previous example model, and the results are shown in Fig. 13.

The graphs in Fig. 16 show the effectiveness of interleaving fragments prior to calculating the $R_{k}$ values. We found that the interleaving process reduces the required number of fragments received from the communication channel to establish synchro-


Fig. 16. CDF for BER $p_{0}=0.495$ (with interleaving).


Fig. 17. Average number of accumulated fragments before establishing frame synchronism on BER (with interleaving).
nization. As a result, the time required to establish a communication session is reduced.

In Fig. 17, the dependencies of the average value of the number of accumulated fragments before establishing frame synchronism $L_{f r}$ on BER $p_{0}$ are shown for the proposed method with interleaving compared to without interleaving.

The graph in Fig. 17 demonstrates the positive effect of interleaving. This effect becomes particularly noticeable with increasing

BER. For example, for $p_{0}=0.495$, the average number of accumulated fragments obtained with the interleaving approach is reduced by $29.4 \%$, i.e., 11,060 fragments compared to 15,667 fragments.

However, realizing this effect requires sufficient buffer memory resources to implement the proposed frame synchronization method with interleaving of accumulated fragments. The size of the buffer used to store the received fragments depends on the


Fig. 18. Buffer size required to store increasing numbers of accumulated fragments.
number of fragments. For the implemented Python model, Fig. 18 shows the buffer sizes required for increasing numbers of accumulated fragments.

Thus, the procedure used to interleave accumulated fragments involves a tradeoff between memory costs and the time required to realize synchronization and establish a communication session.

## 5. Conclusions

The paper has presented a permutation-based frame synchronization method for data communications with short packets. In this method, the binary representation of permutation used as a syncword must satisfy the a single condition, i.e., the minimum Hamming distance to all its circular shifts is the maximum.

The results of this study suggest that, through the correlation processing and majority processing, the proposed frame synchronization method effectively realizes frame synchronization in data transferring systems under adverse noise conditions. The procedure for selecting the synchronization system parameters is implemented in a model data transmission system with the bit error probability $p_{0} \leqslant 0.495$, the probability of correct synchronization $P_{\text {true }} \geqslant 0.9997$, and the probability of false synchronization $P_{\text {false }} \leqslant 3 \cdot 10^{-4}$.

We found that the proposed method reduces the amount of received data, which, in turn, reduces the time required to establish a connection. This leads to an increase the time to transfer user data.

In addition, we found that interleaving the accumulated fragments realizes further reduction of the required number of received fragments at the cost of increased memory usage on the receiver. For the given example with a BER of $p_{0}=0.495$, the average number of accumulated fragments was reduced from 15,667 to 11,060 fragments.

The proposed frame synchronization method can be implemented effectively in systems that use nonseparable factorial coding, but is not limited to these systems. A potential application of the permutation-based frame synchronization method is nonorthogonal multiple access (NOMA) [41-43], which is a
promising radio access method in next-generation wireless communications, particularly in the Internet of Things context. The NOMA principles allow multiple users to be superimposed on the same resource. As a result, the noise immunity of such systems is reduced. Therefore, resource management and interference mitigation methods for ultradense networks, including the realization of reliable frame synchronization, require improved efficiency.
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