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Abstract  
The work considers empathy as a key component of the Design Thinking technology in IT project 

management. It is shown that design thinking technology is one of the varieties of flexible technologies 

of software product creation. In addition, design thinking is a client-oriented technology for IT project 

management. It is shown that empathy is a key factor of design thinking which provides IT project team 

with a number of competitive advantages. The first advantage of using empathy is the creation of such 

a project product which will satisfy the expectations of a customer to the fullest extent. The second 

advantage is the reduction of project product development time by reducing the time of feedback from 

the customer. 

The work analyzes the essence and types of empathy that project team members will have to have. It is 

shown that empathy is a property of personality, which can be developed through seminars and trainings 

for project team members, considering gender characteristics and primary skills. 

 

Keywords  1 
ІТ project, design thinking, empathy, Agile, ІТ project team, ІТ project management.  

1. Introduction 

The evolution of IT project management methodology has evolved from methods using rigid planning to 

methods using flexible management techniques. This transition has been accompanied by an increase in the 
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involvement of the client in the project work. In techniques of rigid project planning, the customer "was present" 

in the project only two times, first at formation and approval of the terms of reference, the second - at the 

acceptance of a project product in operation. Modern, flexible approaches require almost constant involvement 

of the customer (possibly the end-users of the project product) in the design and development processes. 

Nowadays, more and more IT companies are using a so-called client-oriented management style [1]. One recent 

management technique that combines agile software technology with a customer-oriented management style is 

design thinking [2]. One of the core elements of Design Thinking is the empathy that IT project team members 

must demonstrate towards the customer [3].  

2. Main Part 

In this regard, it is relevant to analyze/study the compatibility of such concepts as an individual's ability to 

participate, empathize with third party problems, immerse in the customer's "environment" to understand their 

"pain", identify the problem that caused them to initiate the project, on the one hand, and on the other hand, the 

individual's ability to make project decisions, to choose the only solution among many possible ones, abstract, 

say no, achieve the project goals. Let us emphasize the fact that in most cases, these qualities should be possessed 

by the same people - members of the IT project team. To illustrate the above, we will give a metaphor: hardly a 

taxi driver, pouring tears of sympathy to passengers' problems, will take them quickly, and most importantly 

safely, to their destination. To investigate this question, we will analyze and compare the processes of IT project 

management, with the processes of empathy and achieving the necessary level of participation by the team 

members of that project. This is necessary to make recommendations for the management of an IT project team 

that will use Design Thinking as an approach in the development of a software product. 

It can be said that Design Thinking technology is essentially the result of the development of a client-centered 

approach aimed at the project client, at the end-user of the project product. It allows you to identify the 

customer's problems, which were the reason for initiating the project.  

If the corporate culture of an IT company prioritizes the satisfaction of customer expectations, and this 

determines the successful completion of a project, then the technology of Design Thinking most fully meets 

these requirements. Design Thinking [4] is a way of identifying customer issues through a process of 

empathizing with the people affected and then using that information to make design decisions. 

To date, there are five stages in Design Thinking technology: 1) empathy, 2) focus, 3) idea generation, 4) 

prototyping, 5) testing [4]. 

Empathy is used to gather and analyze information about the client and the final users of the stakeholders 

who will be directly or indirectly involved in the future software product of the project. It is not about a classical 

assessment of the customer for the formation of the terms of reference. The essence of this phase and technology 

Design Thinking in general is that the members of the IT project team conceived in the problems of the applicant, 

which became the cause of project initiation. This makes it possible to propose the most appropriate project 

solutions and to test them on themselves at the same time, assuming the role of the client/final customer. 
The second stage, focus, is understood as the development of the vision of the future software product, as 

such, which will solve the above problems. 

The generation of possible solutions can be represented as the beginning of formalization of the concept of 

what the software product should be and the choice of one for the further creation of the product prototype. The 

fourth stage — prototyping, the process of an embodiment of the idea, of one of the selected options for testing. 

We should pay attention to the term "reduction of the idea". It is used to cover the broadest sense of the word: 

development, design, coding, layout, modeling. The point is that the prototype should be submitted to the 

customer in the shortest possible time with minimum consumption of resources and costs, and it can be one of 

the product functions or MVP, rather than an element of the code or system structure. This can be a drawing of 

the mobile add-on screen on the scale of the device to be used by the users.  

The fifth stage of the Design Thinking is testing. At this stage, the project team receives feedback from the 

customer and/or users of the software product. Based on the feedback, a decision is made whether to change 

(refine) the prototype or to go back to the focus and idea generation stage if the end-user is dissatisfied with the 

software product. If the user is satisfied, then the project team tests the project product, depending on the 

technique used for development and management. What is meant here is that testing can be done for the 

complete product, or during development, for a single unit, function, MVP, etc. 

It should be pointed out that at the end of the first stage, the "manifestation or action of empathy" does not 

end. The team must remain "immersed in the customer's problems". And this is not dictated by fashion or the 
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status of Design Thinking technology! The criterion here is the speed at which the design work is produced, that 

the work is done with quality, and that the product is needed by the customer and meets the expectations of the 

end-user. The essence that can combine these criteria - speed, quality and usefulness - is the state of the project 

team members when performing the project works: requirements gathering, design, development, change 

management, testing and others. Only by being empathic to the customer's problems can these jobs be done 

quickly. Otherwise, it will take time to develop the MVP, hand it over to the customer, time for the customer to 

get to know the MVP, form their feedback and hand it over to the project team. 
It should be noted that this approach (interaction with the customer, getting feedback from him throughout 

the life cycle of the project) is already implemented in various methodologies of an agile approach to software 

development — Agile [5]. This allows rapid changes, challenging assumptions and adapting project products to 

changing information or requirements. 

Let's consider an example of one agile technology that implements the above-described process of interacting 

with the customer to test the intermediate product and make changes. Sprint in Scrum is such an example.   

Before we compare Design Thinking technology with agile IT project management technologies, let's look 

at the key tenets of the Agile Manifesto, which form the customer-centricity of agile technology [6]. 

And the first principle that the Agile manifesto declares is customer satisfaction. This principle is defined as the 

highest priority, which is implemented through frequent and continuous delivery of an intermediate working 

product (prototype), taking into account the constant changes generated through feedback from the customer. 

And customer feedback, too, must be carried out on an ongoing basis. 

Accordingly, all these recommendations are implemented by the project team, which must have the appropriate 

competencies. The Agile manifesto postulates that such a team must be self-organizing and continuously 

improve their management and development processes. 
Note also that the most effective method of communication and information exchange is face-to-face. 

Thus, we can argue that Design Thinking is fully consistent with the manifesto and principles of Agile and 

can be included in the family of agile technologies for IT project development. 

Next, let's analyze to what extent the development processes performed by Design Thinking technology are 

similar to the development processes performed by SCRUM methodology. To do so, let us briefly analyze Sprint 

by the criterion of client-oriented orientation in the management processes [7]. 

As you know, SCRUM has three roles, the team, the scrum master and the product owner. Typically, the 

product owner is the customer's representative who participates in decision-making processes related to the 

development of the software product. Sometimes, the product owner may be a member of the development team 

who takes the customer's side and fully lobbies for their interests. This may occur when the customer, for various 

reasons, cannot participate in the development of the project. In this case, the 'team product owner' must 

empathize with the customer's problems and translate them to the development team. Next, consider the 

processes of sprinting.  

As you know, there are five processes in SPRINT: planning the sprint, reviewing it, retrospectively, scrum 

meetings and the sprint itself as a project product development process, or more precisely the incremental 

product. Sprint planning will take place once, at the very beginning of its lifecycle. The entire team is involved 

in the planning, with clearly delineated roles and participation. The product owner defines the scope and content 

of the tasks for the current sprint (sprint backlog). The team accepts the proposed tasks and discusses how to 

solve them. Note that since there is no project leader (team) role in the SCRUM team, all decisions are made by 

the team itself, collegially. At this stage, the team does not empathize with the customer's problems but receives 

them in a formalized form from the product owner. The product incremental development then takes place over 

one to four weeks. At the end of the sprint, usually on the last day, customer feedback takes place. This includes 

the processes of 1) pre-planning the next iteration, 2) demonstrating the product increment to the customer or 

product owner, and 3) retrospectively. 

The formation of a feedback loop with the customer/end users of the project product takes place at the end 

of the sprint, during the demonstration of the product increment in front of the customer (or if he could not be 

present, in front of the product owner).  

One member of the project team presents the results of the sprint to the customer. During this meeting, the 

client has to give his opinion, comments or approvals regarding the product developed during the sprint. 

However, it should be noted that the team members are not tasked to be empathic. They accept feedback on 

their work from the client, although there is usually an emotional component here as well, which can only be 

counted by mastering empathy techniques.  

Unlike SCRUM, Design Thinking technology involves empathy from project team members at all stages of 

product development.  
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To define the functional features of empathy in IT project team management, let's consider some basic 

definitions of empathy. Empathy (Greek empatheia - empathy, sympathy) is a conscious understanding of the 

inner world or emotional state of another person [8]. The original approaches to understanding empathy (Freud, 

Lipps, Rogers, Baron and others) defined empathy as an individual's ability to empathize, as the ability to put 

oneself in the other's shoes. Freud believed that empathy is based on perceiving the subjective world of another 

person as if the perceiver were that other person. In this, the person feels the pain of the causes as if he or she 

feels it for him or herself [9]. An essential aspect of empathy, according to C. Rogers, was the feeling-self in the 

other person's life world [10]. It has been pointed out that a person's capacity for empathy is directly related to 

his or her emotional capacity, empathy will have a low level if the individual has the slightest intellectual 

impairment, in particular limited perception and observation and stereotyped thinking, which provokes primitive 

decisions. It is productive to complement the situational mediation of empathy as an affective response 

(Hoffman, 1984), which allows for a more accurate analysis of the findings [11]. As a special, "emotionally 

colored", as opposed to rational, type of interpersonal cognition, empathy allows us to differentiate between 

different types of people's understanding of each other [12].  

Accenting the role of understanding in the manifestation of empathy has expanded approaches to its 

interpretation as a way of knowing the inner world, the mental processes of the other person, as seen and 

perceived by the person himself in relation to whom empathy is manifested. For example, "the ability to know 

emotionally the experience of another from within his reference system..." [13] is "a way of perception, of 

knowing, related to the other's consciousness, through which one gains access to the other's inner world..." [14]. 

From the position of the phenomenon of cognition empathy is defined as: insinuation into objects of cognition; 

understanding of feelings of another person; understanding of another person with the help of feelings; 

understanding of the inner world of another "from within", from the point of view of his inner phenomenological 

perspective of this phenomenon. These processes are carried out within the framework of oppositions describing 

cognition and singling out understanding as a special cognition: rational cognition - sensual, "non-intellectual" 

("not only intellectual") cognition. In the first, initial opposition, empathy is cognition of the senses and/or 

cognition through the senses. In so-called "cognitive empathy," it refers to the cognitive reconstruction of 

another's inner world, the intellectual acceptance of a role or another's point of view, the identity of the mental 

processes of the subject and object of empathy, and the ability to predict other people's behavior [15]. 
In the context of empathy research in IT project team management, the functional orientation of empathy 

towards the inner world of the other person, which can be regarded as a goal, subject and source of knowledge 

through empathy, empathy in the empathy process, is significant.  

The following types of empathy are considered: emotional - based on the mechanisms of projection and 

imitation of motor and affective reactions of the other; cognitive-based on intellectual processes of comparison 

and analogy; predicative - manifested as the ability to predict the affective reactions of the other in specific 

situations. When processing information about a partner on the unconscious level intuitive empathy is 

considered.  

In the oppositional dichotomy, empathy is seen as: empathy rational, "intellectual" - belonging, attention to 

another individual, intensive analytical processing of information about him; empathy emotional, "not 

intellectual, other" - emotional experience: experiences, feelings.  

According to the time of action empathy is divided into short-term acting in a specific situation at a given 

time, and long-term acting over a long time, which requires additional information about the object of empathy 

Long-term empathy can sometimes consist of a set of actions, subordinated to one goal [16]. 

The psychological modes and mechanisms of empathy include imitation, contagion, identification, social 

reflection and decentration, each of which can be the basis of a type of empathy, among which rational and 

affective are most commonly distinguished. Their choice depends on the functions that empathy serves and may 

include cognitive, affective and conative components. A special role in the mechanism of empathy is played by 

deconcentration - the rearrangement of perceptions, which contributes to the formation of a different perspective 

of the observer on the object of empathy so that he could understand and feel the experiences of the other person.  

The psychological modes and mechanisms of empathy include imitation, contagion, identification, social 

reflection and decentration, each of which can be the basis of a type of empathy, among which rational and 

affective are most distinguished. Their choice depends on the functions that empathy serves and may include 

cognitive, affective, and conative components. A special role in the mechanism of empathy is played by 

deconcentration - the rearrangement of perceptions, which contributes to the formation of a different perspective 

of the observer on the object of empathy so that he could understand and feel the experiences of the other person 

[17]. Although the Davies model [17] bears an obvious behaviorist imprint, it does help both to organize the 

many empathic processes and phenomena and to systematize approaches to their study, which has allowed 
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Davies to build on it the most reliable and valid empathy test available at the moment. It is a "service", "non-

substantive" model. 

Empathy is seen as a process, a state of being, an attitude, a trait or disposition. The essential difference 

between empathy in complex forms of human activity is that its manifestation will depend both on the specifics 

of the professional activity and the specific situation. For some professional activities, the empathy ability is 

considered to be the most important professionally relevant quality, in particular pedagogy, psychology and 

medicine. Nowadays, project management, in particular IT project management, can also be added to this list.  

Thus, the conscious use of different types, psychological ways and mechanisms to develop empathy becomes 

one of the main challenges in the management of IT project teams that use the Design Thinking concept. 

3. Conclusions 

Analyzing the above, it can be stated that Design Thinking technology meets all the criteria and requirements 

of flexible software development technologies. In addition, Design Thinking has the characteristics of a client-

oriented approach and is an extension and development of it. Empathy as a key factor of Design Thinking will 

provide several benefits to the IT project team. The first major benefit of applying empathy is that the project 

product created will meet the customer's expectations to the fullest extent possible. The second benefit is that 

the response time in the feedback loop from the customer will be shortened, i.e., the project development time 

will be shortened. 

An analysis of the nature and types of empathy poses two important interrelated challenges to the team that 

will be applying empathic management techniques in practice. The first task is to keep in mind when forming a 

team that empathy is a personality trait that can be developed, so a lack of initial level of empathy should not be 

the main criterion for including participants in the team. The second task is to design and conduct workshops 

and training sessions for the development of empathic skills in the project team members, taking into account 

gender specifics in the development of empathy. The above-mentioned tasks are subject to further study in order 

to formulate recommendations for the management of the IT project team using Design Thinking as a software 

product development technology. 
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Abstract  
The active introduction of distance learning over the years requires research into the protection of 

information in the exchange and storage of data. One of the distance learning systems of Odesa 

Polytechnic University is Google Classroom. The main advantage is free services, administration of the 

institution, login with a regular Gmail account. The study of Google Classroom information security 

threats for users was conducted. A comparison of administrative measures in 2020-2021 was made. 

Potential threats to information security for distance learning web technologies have been identified. 

The implementation of the recommendations will strengthen the information security of distance 

learning. The developed recommendations can be used as part of a full-fledged system of protection 

against unauthorized access.  

 

Keywords  2 
Distance learning system, higher education institution, information protection, Google Classroom, web 

technologies, administration 

1. Introduction 

The use of web technologies of distance learning (WTDL) allows students to obtain the necessary knowledge 

remotely from the school at any convenient time. The rights and responsibilities of participants in the educational 

process in distance learning are regulated by the "Regulations on distance learning" [1] and the Law of Ukraine 

on Higher Education [2]. 

An urgent problem of the higher education system in Ukraine in recent years is the analysis of the use of web 

technologies for distance learning in a pandemic. The need to conduct the educational process with the 

impossibility of attending classes, classrooms, laboratories and communicate in the usual conditions of the 

student group - all this has led to stressful working and learning conditions. Higher education institutions had to 

solve new problems of distance learning and use either their own works or already popular and widespread 

services and learning platforms. The forced transition of many educational institutions to the web space requires 

an analysis of the security of use of various services. It is important to study the threats to information security 

for personal data of students and teachers, assessment systems, data collection and storage. Also, the use of 

online services in education increases the requirements for user authentication, as distance learning in many 

cases complicates the objectivity of knowledge assessment.  

With the introduction of distance learning systems in front of the institution and students there are problems 

with the selection of software and the rational use of educational information resources created on their basis 

[3]. Therefore, the urgent problem is to create an educational space with the help of web technologies and the 

organization of secure access of users to resources. Another important aspect is the psychological and 
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pedagogical aspect of the use of distance learning, which can be conducted in synchronous or asynchronous 

form. 

Organizational support of applicants from the teacher during the distance learning of courses in the vast 

majority of forms a positive and friendly learning environment. It is necessary to ensure the availability of means 

of operational electronic communication of participants in the educational process with the administration of 

the educational institution, the teacher, among themselves. Most often it is possible to organize through a forum, 

chat, e-mail, social media pages, messengers, etc. [4-8]. 

However, the use of web technologies in distance learning environment has its advantages [9-15]: the ability 

to store large amounts of data, simplify publication, placement of educational materials, continuity of the 

educational process, group orientation (corporatism), collaboration teachers and students, activation of 

independent activity, the possibility of integration of academic disciplines, facilitate data collection, reduce 

paperwork between teachers and applicants, simplify access to materials, lectures, guidelines and sometimes 

even improve communication between participants in the learning process. 

The purpose of the study is to analyze of the security of Google Classroom at the University "Odesa 

Polytechnic" and changes in the administration of the educational platform for 2020-2021 in conditions of forced 

quarantine and distance learning. 

2. Analyze of the security of Google Classroom 

The use of Google Classroom [18] in the educational process corresponds to [1]: it is information and 

communication technologies of distance learning – technologies for creating, accumulating, storing and 

accessing web resources (electronic resources) of academic disciplines (programs), as well as providing 

organization and support educational process with the help of specialized software and means of information 

and communication, including the Internet. 

Google Classroom allows you to work with applicants both asynchronously and synchronously - using 

Google Workspace for Education Fundamentals [19], a set of free Google tools and services designed 

specifically for educational institutions and organizations engaged in home learning. The privacy of users' 

personal data is ensured by Google's services. 

User data that is created in the Google Classroom services or uploaded there is encrypted during storage. In 

addition, all G Suite services run over HTTPS, so data is also protected when transferred between data centers 

and accessed from a single device. 

Organizational units allow you to divide into user segments and provide a variety of services, settings and 

permissions to different users. Carefully designed structure of administration and organization of the service is 

crucial for effective management of the G Suite for Education account. At the beginning of the implementation 

of the service in the primary institution in the Google Admin console, all users and devices are combined into 

only one organizational unit, this unit is called a top-level organizational unit. Therefore, initially, all 

administrator settings apply to all users and devices in the account. 

To create different settings for different groups of users or devices, you need to add a lower-level subdivision 

that uses groups. The organizational units of the first level are organized according to the roles of "students" and 

"teachers". 

For each user (student and university lecturer) who needs to create a separate account, you need to add the 

following information to the table in the column: name, surname, e-mail address, path to the organizational unit. 

After filling in the table, it is saved as a CSV file (.csv) in UTF-8 encoding. 

An attacker, both external and internal, in pursuing an attack may pursue the following goals: 

 excess of privileges; 

 obtaining unauthorized access to resources; 

 gaining control over the course; 

 gaining access to the internal system of the university; 

 theft of intellectual property; 

 theft of evaluation materials; 

 gaining access to personal data; 

 disclosure of personal data; 

 making changes to the database of educational information with grades and modules; 

 obtaining unauthorized access to official information of the educational institution; 
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 violation of the integrity or destruction of educational materials; 

 violation of the integrity or destruction of data about the educational process; 

 violation of access to training materials for SDO users. 

When carrying out attacks, an attacker can use: 

 vulnerabilities in web applications 

 vulnerabilities in services; 

 weak passwords; 

 shortcomings of the authentication process; 

 configuration and administration errors; 

 malware; 

 weaknesses in the information protection system; 

 spam, phishing. 

Potential threats to the information of the distance learning system are presented in table 1: 

 
Table 1 
Potential Danger 

Element Head 2 Head 3 

Web interface (exchange of 
information, access to courses 
and materials) 

Forgery of intersite requests - 
CSRF, attacks on the client's 
browser, remote code 
execution and refusal to 
service web-application 
services, spam, phishing. 

Violation of the confidentiality, 
integrity and accessibility of 
information and services of 
web applications. 

Server (subsystems: 
management of training 
courses; testing, calendar, 
administration) 

Searching for passwords, 
increasing user privileges, 
administration errors, port 
scanning; 

Violation of confidentiality, 
integrity and availability of 
information, infiltration of IP. 

Database (training courses, 
lists of academic groups, 
personal data, libraries, 
information) 

Accidental or intentional 
deletion / modification of data 
in databases and transaction 
logs, theft of personal data, 
unauthorized access to 
databases and journals. 

Waiver of obligations and 
actions, infringement of 
copyright, violation of integrity 
and confidentiality. 

 
To counter the current threats to university distance learning systems and reduce risks within acceptable 

limits, various mechanisms and means of information protection, organizational, legal, technical and 

programmatic nature are used, which must take into account a number of features related to their operation: the 

system of distance education of the university should be available to applicants, teachers and administrators 

around the clock; between firewalls and SSL applications do not always provide protection against hacking of 

the distance education system, as access to the website from external networks must always be open; 

Therefore, protection against threats should be provided both at the stage of design and development of the 

distance education system itself by creating a secure code, and in the process of its operation and making, if 

necessary, timely adjustments. 

When an administrator checks teachers, he forbids "non-teachers" to create Classes. If a teacher has 

mistakenly identified himself as a "student", the administrator must add the teacher to the "Teachers" group to 

enable classes to be created. In the general case, the Administrator can specify who has the right to create Classes 

at the university.  

 

The following settings are available: 

1. all in this domain (teachers and students); 

2. teachers awaiting confirmation and verified teachers; 

3. only proven teachers. 



Book 2     *      Project, Program, Portfolio Management      *       p3m – 2020 

 

15 

Only proven teachers can create Classes at Odesa Polytechnic University. The following are options to 

control the access of external users to the group: 

1. Public on the Internet - any user from the university and beyond can view the list of groups in the catalog. 

Depending on the group settings, users can: 

 view the group page and discussion archive; 

 manage group subscriptions; 

 send messages to the group. 

If this option is selected, you can specify the following settings: 

 group owners will be able to add to their groups users with external addresses, users not from the 

university domain. If you disable this option, external addresses from user groups are not deleted; 

 group owners will be able to allow external users to send emails to groups. 

2. Access is limited: access to university groups is available only to employees of the educational 

institution. However, if the group already has external members, they will still be able to send email to 

their group. 

In 2020, it was possible to join the course in Google Classroom at the University "Odesa Polytechnic" in the 

following ways [20]: follow the link sent by the teacher; indicate the course code provided by the teacher; accept 

the invitation sent by the teacher by e-mail. 

In 2021, the access policy was changed and now you can join the Class only by invitation, sent by the teacher 

by e-mail to university accounts. This method protects course data from third-party access. When inviting 

students to a faculty member from the university domain, he does not have to know or collect emails from each 

student, just know the last name and first name - all accounts are already entered by the administrator into the 

system and the teacher can find the right student without his mail. 

At Odesa Polytechnic University, the system is configured so that the teacher creates groups and adds users 

to them, there can be several groups. A teacher can add another university teacher to the group by university 

account, but cannot add teachers with third-party accounts (in 2020 this possibility was still maintained). This 

ban also increases data protection and prevents unauthorized access to confidential information. 

3. Conclusions 

After analyzing the administration of the distance education system of the University "Odesa Polytechnic", 

the following conclusions and recommendations can be made: 

1. Setting up multiple administrator and super administrator accounts can help with the loss or hacking of 

the super administrator account. 

2. Be sure to require two-step verification for accounts and use security keys for two-step authentication. 

3. Prohibition of using the super-administrator account for daily activities is required. 

4. E-mail alerts should be configured to track the activity of potential security risks, such as suspicious 

login attempts, mobile hacking, or changes made by another administrator. 

5. The ban on adding Google Classroom to groups strengthens security measures and the protection of 

users' personal data. 

The current state of education requires the use of distance learning. Quality education, which can be obtained 

using these methods, provides an opportunity to receive education that meets the economic conditions of our 

country. Economically sound education promotes the emergence and development of high quality professionals 

in the labor market. In turn, this contributes to the development of the country's economy. 

The implementation and application of recommendations to improve the security of distance education 

systems contributes to the improvement of teaching methods and the quality of education, which has a positive 

impact on the education system. The use of the proposed methods has a long-term perspective, namely the 

economic and social effect can be expected after the employment of graduates. 
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Abstract  
These theses are devoted to the necessity of applying information technologies in agro-industrial 

complex projects. The review of innovative technologies used to improve the efficiency of agricultural 

production has been carried out. The mathematical model of anti-risk management of agro-industrial 

complex projects’ stakeholders is presented, which shall be used to calculate the mentality and risks of 

project stakeholders in order to reduce the overall risk of the agricultural project.  
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1. Introduction 

The agriculture in Ukraine requires optimization of production in order to increase the volume and quality 

of livestock and crop production, rational use of resources, including natural resources, and environmental 

protection [1, 2, 3]. 

Applying a comprehensive approach to solving the issues of agricultural production shall increase the 

efficiency of such production [4, 5]. The world’s leading IT companies have developed their own technological 

solutions in order to improve the efficiency of agricultural production and automate accounting processes in the 

land cadastre system. More and more often farmers in Ukraine implement innovative technologies in the 

production process, understanding the economic efficiency of such investment [6]. It should be noted that the 

use of information technologies increases the productivity and efficiency of managerial work, allowing to apply 

a new way to solve many issues, that means that there is the need to develop and apply the latest technologies 

in the management processes in connection with the agricultural projects. 

Due to the fact that the agricultural projects are characterized by a high degree of risk [7, 8], the use of 

industry-specific IT solutions in the agricultural project anti-risk management can significantly reduce the level 

of unforeseen costs and increase the success of such projects. The success of agricultural projects directly 

depends on the satisfaction of the stakeholders by the result (product) of such projects [9, 10]. In order to achieve 

satisfaction with the result of the project, it is necessary to understand what expectations from the project have 

any of the stakeholders [11]. Often not all expectations are voiced and spelled out, and furthermore, they may 

be changed during the course of the project. Therefore, the project team shall conduct management activities 

regarding stakeholder expectation to ensure stakeholders’ satisfaction with the product of a relevant project. The 

management of project stakeholders is an important part of the project management [12, 13]. The stakeholders 

have a direct impact on the outcome of the project, both the success and failure of such project. The risks 

associated with the stakeholders are critical and can be devastating to the project [14, 15]. The source of such 

risks is the misunderstanding caused by the difference in mentality and culture of the project stakeholders [16, 

17, 18]. The development and application of models and methods of anti-risk management of projects’ 

stakeholders, taking into account such differences, shall reduce the riskiness of agricultural projects and increase 

the effectiveness of management within framework of such projects. 
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2. Main part 

The successful conduct of any business, including agrarian, requires the understanding of how specific 

planned result will be achieved. For this purpose, the process management shall be applied. 

When applying the process approach, the software AllFusion BPwin Data Modeler (BPwin) is usually used 

to develop a process model in IDF0 notation (AS IS) and a process model (TO BE) [19].  

The peculiarity of process management is that the concept of “business process” is defined as a sequence of 

actions aimed at achieving final, measurable and specific result [20].  

According to the principle of management, such a business process consists of elements with specific and 

measurable “inputs” and “outputs”. The manager controls the limits of the sub-processes. 

Basic elements and concepts of the IDEF0 [21]: 

The IDEF0 graphical language is simple and harmonious. The methodology is based on four basic concepts. 

1. Activity Box. 

The Activity Box is graphically depicted. Each of the four sides of such Activity Box has a specific value 

(role), namely: 

 The top side means the Control; 

 The left side means the Input; 

 The right side means the Output; 

 The bottom side means the Mechanism.  

2. Interface arc (Arrow) 

Interface arcs are often called threads or arrows.   

Each Interface arc (Arrow) shall have its own unique name (Arrow Label). With the help of such Interface 

arcs (Arrows) different objects are displayed, to a greater or lesser extent define the processes taking place in 

the system. Depending on which side a given interface arc (Arrow) approaches, it is called “input”, “output” or 

“control”. Besides, the “source” (beginning) and “receiver” (end) of each functional arc can only be the Activity 

Boxes, and “source” can only be the output side of the box, and “receiver” - any of the remaining three sides. It 

should be noted that any Activity Box according to the requirements of the standard shall have at least one 

control Interface arc (Arrow) and one output Interface arc (Arrow). Each Activity Box within a considered single 

system shall have its own unique identification number.  

The mandatory presence of control Interface arcs (Arrows) is one of the main differences of the standard 

IDEF0 from other methodologies of DFD (Data Flow Diagram) class and WFD (Work Flow Diagram) class. 

3. Decomposition 

Decomposition is used to divide into parts a complex process into its constituent functions. The level of detail 

in the process is determined directly by the developer of the model. The decomposition enables a gradual and 

structured presentation of the system model through the hierarchical structure of individual diagrams, which 

makes it less cluttered and easier to apply. 

The IDEF0 model always starts with a representation of the system as a whole - one Activity Box with 

Interface arcs (Arrows) extending beyond this area. Such diagram with one Activity Box is called a context 

diagram and is denoted by the identifier “A-0”.  

In the process of decomposition, the Activity Box, which in the context diagram shows the system as a whole, 

is detailed in another diagram. The resulting diagram of second level contains Activity Boxes that display the 

main sub-functions of the Activity Box of the context diagram and called a Child diagram in relation to it (each 

of the Activity Boxes belonging to the Child diagram, respectively, is called a Child Box). In turn, the Activity 

Box-ancestor is called the Parent Box in relation to the Child diagram, and the diagram to which it belongs - the 

Parent Diagram. Each of the sub-functions of the Child diagram can be detailed by a similar decomposition of 

its corresponding Activity Box. It is important to note that in any case of decomposition of the Activity Box, all 

Interface arcs (Arrows) entering or leaving this box are fixed in the Child diagram. This achieves structural 

integrity of the IDEF0 model. 

Often there are cases when it does not make sense to continue to consider individual interface arcs (Arrows) 

in Child diagrams below a certain level in the hierarchy, or vice versa, individual arcs (Arrows) have no practical 

sense above some level. On the other hand, there is a need to get rid of individual “conceptual” Interface arcs 

(Arrows) and not to detail them deeper than some level. To solve such issues, the IDEF0 standard provides the 

concept of tunneling. The designation of “tunnel” (Arrow Tunnel) in the form of two parentheses around the 

beginning of Interface arc (Arrow) denotes that this arc has not been inherited from the parent Activity Box and 

appeared (from the “tunnel”) only in this diagram.  
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There are often cases where it does not make sense to continue to consider within individual Interface arcs 

(Arrows) in Child diagrams below certain level in the hierarchy, or vice versa - individual Interface arcs 

(Arrows) do not make practical sense above some level. On the other hand, there is a need to get rid of individual 

“conceptual” Interface arcs (Arrows) and not to detail them deeper than some level. To solve such issues, the 

IDEF0 standard provides the concept of tunneling. The designation of the “tunnel” (Arrow Tunnel) as two 

parentheses around the beginning of the Interface arc (Arrow) denotes that this arc (Arrow) is not inherited from 

the functional Parent Box and appeared (from the “tunnel”) only in such diagram. 

In turn, the same designation around the end (of Arrow) of the Interface arc (Arrow) in immediate vicinity 

of the box-receiver means the fact that in the Child diagram (in relation to this box), such arc (Arrow) will not 

be displayed and considered. More often it happens that separate objects and their corresponding Interface arcs 

(Arrows) are not considered at some intermediate levels of the hierarchy, in this case, they are first “dipped into 

the tunnel” and then, if necessary, “returned from the tunnel”. 

4. Glossary  

For each of the elements of the IDEF0: diagrams, Activity Boxes, Interface arcs (Arrows), the existing 

standard involves the creation and support of the set of appropriate definitions, keywords, narratives, etc. that 

characterize the object represented by such an element. This set is called the Glossary and it is a description of 

the essence of such an element. The Glossary harmoniously complements the visual graphic language, providing 

diagrams with the necessary additional information.  

In addition, special software products are used in agricultural activities. Thus, special programs for agro-

management based on the geoinformation systems, innovative GPS global positioning systems, as well as the 

special sensors are used in crop production and specialists are provided with aerial photos and satellite images 

[22]. The use of the achievements of geospatial information systems makes it possible remotely to assess the 

condition of crops, the presence of diseases in the fields, to automate business processes at agricultural 

enterprises and to introduce precision farming technologies. In the EU countries, modern technology creates the 

possibility of operational monitoring of the correctness of provision of state support to the particular farmer for 

the cultivation of particular crop. 

In livestock farming, in addition to the IT tools for any management (1C, “M.E.Doc”), specialized IT 

products are also used. For example, the development of Pantheon Farming” [23] allows the introduction of 

modern information management systems in livestock farms. 

The Danish farm management program AgroSoft [24], has proven itself well in pig breeding; it allows to 

perform targeted works on the parent and commercial flocks of pigs, makes it possible to analyze and control 

the following elements: productivity (number of viable piglets at farrowing, number of weaned piglets at the 

age of 28 days, nest weight, number of farrows per year per one sow, percentage of fertilization of sows, average 

daily gain); unproductive feed-days of mother flock appearing due to untimely fertilization of the sows; 

longevity and duration of effective use of parent flock; movement of the flock; rate of stocking, etc. 

The AgroSoft program allows its users quickly and efficiently to manage, control and analyze the condition 

of the pig farm at any time convenient for the manager, as well as for any period of activity that is entered in the 

program. 

The Dutch program UniformAgri is used in cattle breeding, it is accounting and dairy farm management 

system [25], which helps to work with all age and sex groups of cattle and work with historical flock data. It is 

also possible to connect the feed computer and monitor the quality of feed mixing, as well as the amount of feed 

consumed by one head per day. 

The UniformAgri program enables daily monitoring of the productivity of each cow, calculation of the 

lactation peak according to the Dutch calculation method (SPP Analysis), monitoring flock reproduction with 

reports and analyses. 

This program allows farm workers to monitor the health status of each animal by such indicators as the 

number of somatic cells in milk, biochemical indicators of animal blood tests, as well as the use of medications 

for prevention and treatment of animals on the farm. 

Agricultural enterprises carry out mandatory registration of animal diseases, as well as the implementation 

of therapeutic and preventive measures in the flock with indication of relevant identification number of the 

animal, name of the medication, dose and duration of relevant treatment. Taking into account the impact of milk 

quality on human health, these activities are the requirement of the State veterinary and phytosanitary service 

of Ukraine and mandatory for dairy product processing enterprises. If any disease affecting the quality of milk 

is detected, the animal shall be removed from the main flock and further work with it shall be carried out by the 

veterinarian of such enterprise. Only after laboratory examination of the health of such an animal and 

confirmation that its products are safe for human consumption, which shall be confirmed by granting permission 
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of the local veterinary service, the cow shall be returned to the main flock, and its products (milk) can be 

delivered to consumers.  

The UniformAgri program, besides the aforementioned list, allows to generate reports on any indicators. For 

example, productivity indicators for each group or animal, milk quality indicators, fertilization schedule, 

percentage of fertilization, number and weight of born calves with indication of animal sex, animal health 

indicators and other ones. 

This program allows to keep a “diary” that reminds farm workers every day, with which groups what 

measures need to be taken. It is also possible to control, monitor and analyze the condition (state) of the farm 

online. 

The IT products used in agriculture can be ranked not only by animal species, but also by the tasks. For 

example, WinPasze (Poland), Korm Optima (Russia), AgroSoft (Denmark) and others are used to calculate the 

mixed fodder recipes.  

Provision of farm animals with all necessary nutrients is an important component of farming enterprises. 

When calculating rations for animals, the nutrients of each ingredient of mixed fodder shall be taken into 

account. These characteristics are obtained by laboratory analysis of raw materials and indicated in certificates 

of quality. Without such studies, the enterprise will not be able to accurately calculate the ration, and the animals 

will not receive the necessary nutrients from the feed, which can lead to the decrease in productivity of such 

animals and even diseases, and as a consequence, the profit loss of the enterprise. 

Programs for the calculation of mixed fodder when balancing the rations also take into account the price of 

raw materials, which is appropriate due to the fact that the cost of feeding the animals is about 70% of all costs 

of their maintenance.  

In order to implement agricultural production projects within the planned time and budget in a successful 

manner, the project team requires the use of some software. Microsoft Project management software, developed 

by Microsoft Corporation, is widely used in project management. Microsoft Project helps the project manager 

to develop plans, allocate resources to the tasks, track progress of the works, and analyze scope of the works. 

This program creates a schedule based on the critical path. The schedule of the works can be made based on the 

resources used. The work sequence is visualized on a Gantt chart. 

The application of project approach in agro-industrial business is one of the important elements in achieving 

the goal of improving the efficiency of agricultural activities. Application in practice of project management 

methods, especially anti-risk management of agro-industrial projects shall help to reduce the costs of the 

unforeseen expenses of agricultural producers. The weighty risks that significantly affect the course of the 

project include risks associated with project stakeholders, and the agrarian projects are no exception.  

International standards of project management: PMBOK PMI [26], P2M [27], ICB IPMA [28], ISO 21500 

[29] are widely used for management of the project stakeholders and project anti-risk management, which 

separately indicate the processes of management of the project stakeholders and anti-risk management. It should 

also be noted that the above mentioned standards of project management do not take into account the 

peculiarities of agricultural projects. Therefore, given the importance of development of the agricultural sector 

of Ukraine, there is a need to develop and implement models and methods that take into account the specifics 

of stakeholders and risks associated with them within the framework of agricultural projects. 

Agricultural project results can be considered successful, if they meet or exceed stakeholders’ expectations. 

To understand stakeholders’ expectations at the planning stage of the project, it is necessary to collect and 

carefully analyze information about each of the project stakeholders, which will significantly increase the 

likelihood of project success. Particular attention should be paid to the mentality of each of the project 

stakeholders. The analysis of the stakeholders’ mentality is conducted at the stage of project stakeholders’ 

identification, which is a quite complex process and requires the use of computer technologies. The main 

components of the mentality of an individual are knowledge, social position, cultural level, interest, value 

system, practices and skills of project stakeholders, formalized mental space of stakeholders (MSSH), which 

can be represented as the formula below [30]: 

                                         {𝐾𝑠ℎ, 𝑆𝐶, 𝐶, 𝐼, 𝑉𝑠ℎ , 𝑃𝑠ℎ , 𝑆𝑠ℎ} ⊂ 𝑀𝑆𝑆𝐻,                                      (1) 

where Ksh – the set of knowledge of stakeholders; 

SС – the set of their status positions; 

C - the set of their cultural level; 

I – the set of their interests; 

Vsh – the set of their values; 
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Psh – the set of their practices; 

Ssh – the set of their skills. 

Taking into account the model of mental space of the stakeholders of agricultural projects developed by the 

author, which visualizes the different and common in the mentality of each of the project stakeholders, it can be 

concluded that the more common in the mentality of the project stakeholders, the easier and more effective it 

will be to manage them. This statement means that the agreement between the project participants will be 

reached naturally, communication will be more effective, and it will reduce the likelihood of risks due to the 

misunderstandings between the project stakeholders, and as a result it shall reduce the overall risk of the project. 

Meaning, 

                   Msz → max, Msr → min, Rsi → min, Rs→ min, R → min.                                 (2) 

where Msz - common in the mental space of stakeholders; 

Msr – different in the mental space of stakeholders; 

Rsi – the risk of the i-th project stakeholder; 

Rs – general risk from stakeholders of project; 

R - general risk of project; 

S- stakeholder of project; 

n- number of stakeholders of the project. 

General risk from stakeholders of project can be represented as the formula below:   

                                               𝑅𝑠 = ∑𝑛
𝑖=1 𝑅𝑠𝑖,                                                               (3) 

The practice of agricultural projects management, given the high degree of riskiness of projects in this field, 

shows that it is more appropriate to focus not only on the duration of the project by the method of the critical 

path, but also on the risks of such project. Thus, according to [31] it is more appropriate to focus on such 

sequence of works in the project, which shall lead to the smallest losses in connection with the risks. 

The measure of the risks by increasing the performance time and estimated cost of the project in quantitative 

terms is equal to:  

                                                            𝑅𝑖𝑠𝑘 = ∑
𝑏кр

𝑖=1
𝑅𝑖𝑠𝑘𝑖,                                                   (4) 

where Risk – the risk of project; 

Riski - measure of risk of work of a critical path connected with increase in time of performance and estimated 

cost of work; 

bкр - the number of works on the critical path of the project network schedule. 

                                                      𝑅𝑖𝑠𝑘𝑖 = ∑𝑚
𝑗=1 𝑅𝑖𝑠𝑘𝑖

𝑗
,                                                      (5) 

where Riski
j - measure of risk from a risky event of the j-th type, which affects the performance of the i-th 

work; 

m - the number of types of risky events that affect the performance of the i-th work. 

                                                       𝑅𝑖𝑠𝑘𝑖
𝑗

= 𝑃𝑖
𝑗

× 𝐶𝑖
𝑗
                                                                (6) 

where Pi
j - the probability of a risky event of the j-th type when performing the i-th work; 

Сi
j - the amount of losses from the risky event of the j-th type when performing the i-th work. 

Having obtained the results of calculations according to the abovementioned formulas with the usage of 

information technology solutions, it is necessary to build alternative options of the project network schedule so 

that on the critical path the project stakeholders who have more in common in the mental spaces, were appointed 

as the executors of the works, and necessary calculations for determination of their risks and the risk of the 

project as a whole were made, as well as to choose the network schedule option, where the risk of the critical 

path will be minimal, and to develop in advance the countermeasures in order to combat such risks. 

3. Conclusions 

Consequently, the application of project management methodology and the use of modern IT solutions in 

the agro-industrial complex allows to perform the formation of synergy, ensuring the dynamics of production 

development, as well as to increase the efficiency of project management of agricultural enterprises. The 
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application of models and methods of anti-risk management of projects’ stakeholders, taking into account the 

characteristics of each of them, in particular their mentality, allows to foresee timely conflict situations and to 

act appropriately to reduce the risk of agro-industrial projects.  
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Abstract  
The work solves the problem of nonlinear dynamic objects modelling. The purpose of the work is to 

improve the accuracy of nonlinear dynamic objects identification under conditions of a priori 

uncertainty. The a priori uncertainty is caused by insufficient study of processes occurring in diagnostic 

objects due to operation in a wide range of external conditions and the lack of possibility to use special 

test signals. The goal is achieved by developing a method for identifying models in the form of Volterra 

series, which simultaneously describe the nonlinear and inertial properties of the object, are able to take 

into account the states caused by changes in both parameters and structure of the object. The apparatus 

of neural networks with time delays is considered as a method of identification, providing convenience 

in modelling both in test and in functional mode. The contribution to information technology is the 

algorithm of Volterra kernels evaluation using time delay neural nets and pseudocode that implements 

each stage of this algorithm. The most essential results: the method of identification of nonlinear 

dynamic objects models with the use of information relation of Volterra series and time delay neural 

networks has been further developed. Significance of the results: application of the offered method 

allows to provide high accuracy identification of the nonlinear dynamic objects which are in a functional 

mode. The proposed method tested on experimental data. The test results demonstrate advantages of the 

suggested method for nonlinear dynamic objects modelling. 

 

Keywords  4 
Nonlinear dynamic objects, modelling, Volterra series, time-delay neural networks 

1. Introduction 

The scientific and technological progress is closely related with the increasing complexity of technical 

systems and devices, which leads to the increased requirements for reliability and safety of technical equipment 

and demands the best possible detection of technological faults. Because of this, the tasks of creating the 

adequate mathematical models of the studied objects [1-3] are of great importance as they allow increasing the 

accuracy of the modelling results during design and further functioning of technological systems. 

Increase in the complexity of control objects (CO) in the industries and technical engineering, increasing 

demands for validity and consistency of diagnostics lead to the problems of developing new efficient methods 

of mathematical support systems for information extraction and processing from the observations, which allow 

to provide the specified requirements and automate the process of control of the object. 

The purpose of the work is to improve the accuracy of nonlinear dynamic objects identification under 

conditions of a priori uncertainty. A priori uncertainty is caused by the insufficient study of the processes 

occurring in the objects of diagnosis due to the operation in a wide range of external conditions and the lack of 

opportunities to use test signals of a special form (δ-function, step function, harmonic signal). 
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To achieve the goal it is necessary to analyze the current state of the general problem of mathematical models 

in the identification systems of nonlinear dynamic objects. It is necessary to add to the review the methods of 

identification based on deterministic dependences, renewal of models of objects and models created based on 

piecewise integration methods as an effective apparatus for description of nonlinear dynamical properties of 

CO. 

2. Relevant works 

Linear dynamical models or models that take into account information only about the properties of static 

characteristics of CO are widely presented in the theory of identification [4, 5]. Nonlinear dynamic objects, 

including those with continuous characteristics and unknown structure, which can be regarded as a «black box» 

[6, 7], represent the basis of modern complex objects. Examples of such objects are energy objects [8], modules 

of flexible automated manufacturing in Industry 4.0 class systems [9], etc. 

Methods of mathematical modelling and experimentation are the main tools for investigating complex 

nonlinear dynamical OC [10]. A convenient form of description of dynamical properties of the object is 

representation of the relationship between its input and output signals in an explicit form, when differential 

equations are not required. Such a representation, which takes into account nonlinear and inertial properties of 

the object, is the description based on the expansion of operator A(t) into integral-step series [11]. 

For a wide class of nonlinear inertial objects the dependence between the influence X(t) and reaction Y(t) in 

explicit form can be represented by the functional degree-dependent Volterra series [12, 13]. 

For example, the description of an object with one input and one output in the clock domain in the form of 

an integral Volterra model looks like: 

1

0 10 0

( ) ... ( , ,..., ) ( )

t t n

n n i i

n i

y t w t x d   


 

    
 

(1) 

where x(t) і y(t) – input and output signals of the system, accordingly; wn(1,…,n) – Volterra kernel of the 

n-th order (n=1,2,3,...), symmetrical to the real variables 1,…,n; w0 – the valued member of the series (under 

zero initial conditions w0(t)≡0); t – current time. 
Using of Volterra series is a universal way to represent the properties of nonlinear dynamic objects. However, 

due to the complexity of mathematical apparatus of Volterra kernel description and large volume of primary 

diagnostic data, the values obtained by parameterization of Volterra kernel 

{wk(t1,t2,…,tk)}k=1,2,…,Kx=(x1,x2,…,xn) (K – order of the model; n – size of the signs space; the dash – 

transposition of the vector). In practice, it is accepted to use a discretization operator: xj = wn(tj –τ,…, tj –τ), tj = 

jt, where t – is a discretization term. 

The discrete form of Volterra series for the description of objects looks like: 
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(2) 

where x(n) і y(n) – input and output signals of the system in a discrete form, accordingly; wn(k1,…, k n) – 

Volterra kernel n-th order in discrete form (n=1,2,3,...), symmetrical to the real variables k1,…,kn; n – flow 

duration; [0, M] is the interval of summation, practically limited by the end duration of the memory effect in the 

system. 
In practice, they often replace Volterra series with a polynomial and sometimes limit themselves to the first 

2-3 members of the series. The structural scheme of the model in the form of Volterra polynomial in the time 

area is presented in Fig. 1. 

Thus, for informative description of nonlinear dynamical objects it is reasonable to use the most universal 

nonlinear nonparametric dynamical models based on integral-state Volterra series [11, 14], which describe the 

state of the object in the form of a sequence of invariant to the type of the input signal components – 

multidimensional Volterra kernel.  

Volterra models are a handy mathematical apparatus for modelling of objects with weak nonlinearity. Due 

to the simultaneous consideration of nonlinear and dynamical properties of CO, Volterra models provide a high 

accuracy of identification [10, 11, 14]. 
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Figure 1: The structural diagram of the model in the form of the Voltaire polynomial in the time area 
 

The properties of nonlinear dynamical systems models based on functional Volterra series conditioned to 

their wide application for solving problems of modelling, identification, and synthesis of nonlinear systems. 

However, the use of Volterra models for the identification of nonlinear dynamical systems of high order is 

at a loss by several restrictions: practical inability to expand the evaluation of higher-order kernels (due to the 

increased size of the kernel representation) and strict requirements to the amplitude and shape of the input test 

signals. Also, the disadvantages of Volterra models are the complicated procedure of model identification, which 

prevents the widespread use of such models in automated control systems and diagnostics. 

In view of the problems of using the mathematical apparatus of OC description in the form of Volterra 

models, in particular, the calculation limitations when evaluating high order Volterra kernels, it is necessary to 

search for new effective ways of identification of dynamical objects with nonlinearity of higher orders. As such 

approach piecewise with time-delay neural nets (TDNN) are considered. On the other hand, neuron structures 

are significantly more difficult for studying behavior of nonlinear dynamic models than Volterra series 

analytical models, so the search for ways to combine the advantages of both approaches is a promising area of 

research for solving the problem of identification of informational models.  

The above calls for looking for joint efforts for using Volterra models and three-layer TDNN. In fact, the 

neural approach to modelling nonlinear dynamic objects is getting more and more attention, especially in recent 

years [15-17], because their teaching procedure requires only the measured data of the studied object. 

The disadvantage of the neural network approach is that it does not provide the analytical expression that is 

often necessary when modelling the OC. Nonlinear analysis of systems often requires an analytical model (the 

equation, which represents the input-output relationship), which allows to make conclusions about the system 

operation. This approach is aimed at establishing nonlinear relations and general dynamic behavior of the object. 

Analytical models try to accurately express the measured behavior of the object, formulating the equation, 

which represents the measured parameter, which can be a function of several independent variables. However, 

behavioral models on the base of Volterra series preserve their efficiency only for weak nonlinearities and 

require important efforts to identify the kernels [18]. 

Growing interest in the use of both approaches to the modelling of nonlinear dynamical systems motivates a 

comparative study to establish the link between both models and to improve modelling when modelling is 

combined to increase the speed and accuracy of modelling. 

This work sets the problem of establishing an informational link between nonlinear dynamic Volterra models 

and piecewise TDNN to improve the accuracy of model identification in the form of Volterra series by 

evaluating higher-order Volterra kernels with the help of TDNN. 

 

3. Neural Network nonlinear modelling 
3.1. Neural Nets Architecture 

Dynamical models based on three-layer neural networks are an effective apparatus for modelling nonlinear 

dynamical objects with nonvariable characteristics, in particular, TDNN [19-21]. 

A typical structure of a three-layer neural net with one output is shown in Fig. 2. Such net is able to perform 

nonlinear imaging of input signals X() into output signals Y(t) at any moment of time t. Since the input signal 
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X() in neural net is represented as an orderly discrete sequence in time, we consider it as listening to the input 

with a delay, where for each time the index of time moment increase. 

 
Figure 2: Typical structure of a three-layer neural net with one output 

 

The neural network structure used for modelling nonlinear dynamical objects is composed of three layers. 

The input layer is composed of the input neurons associated with the signs of the training set. The incoming 

layer is composed of J neurons with nonlinear activation functions. The output layer is composed of a single 

neuron, which, as a rule, has a linear activation function.  

The «input-output» relationship for a three-layer TDNN with M inputs and one output is as follows: 

2 1

0 0 ,

0 0

( ) ( )
K M

i i i i j

i j

y n b s r S b r x n j
 

 
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 
   

 

(3) 

where b0, bi – displacement of neurons of the output and input neural net layers respectively; S0, Si – activation 

functions of the output and input neural net`s layers respectively; 2

ir , 
1

,i jr  – valued coefficients of output and input 

neural nets layers accordingly; K – number of neurons of the input neural nets layers. 
In some cases, for widespread activation functions in the form of hyperbolic tangent and polynomial 

activation function the «input-output» relation for a three-layer TDNN with M inputs and one output looks like 

(4) and (5) accordingly [19]. 
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(5) 

There are many classes of neural nets in the literature: with several hidden layers, non-significant activation 

functions, non-deterministic wagons, bell-coupled ones, and so on. 
However, they lead to a much more complicated relationship with the discrete Volterra models, which 

prevents them from being aligned with neural nets as fundamental and general approaches to modelling of 

nonlinear dynamical models built based on the «input-output» experiment. 

It is extremely important to note that the use of non-sigmoidal activation functions can provide significant 

methodological advantages and increase the efficiency of modelling as shown in [22]. 

 

3.2. Time Delay Neural Network 

TDNN are the networks that are able to effectively learn dynamic nonlinear behavior with high-order 

nonlinearity [13, 19, 20], if they are trained with «input-output» data samples with time-intervals at different 

levels of the shift at the same time.  
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The use of TDNN in information systems provides unique capabilities for modelling complex nonlinear 

dynamic processes. This fact appears to be extremely important for building behavioral models that can have 

nonlinear characteristics with different input data. To ensure the processing of dynamical information, the 

network architecture must be organized accordingly. It is also necessary to use certain neural networks training 

algorithms. 

Despite a sufficient number of architectural solutions, in practice the standard topology of the three-layer 

perceptron is used. In this case, the output signal is generated by a single neuron, most often with a linear 

activation function. The input signal is received by means of successive sets of input data, each of which will 

differ from the previous set by one value from the input set. The neural net with M+1 inputs neurons, one hidden 

layer with J neurons in it and one output neuron is shown in Fig. 3. 

 

 
Figure 3: TDNN in the form of a three-layer perceptron 

 

For a given network, the output signal y(t) determines by the formula (3). Further development of the delay 

line idea leads to a model of the network with time delays in all layers of the network. Output signal of the 

network at the moment tk depends not only on the input signal x(t) at that moment, but also on the values of the 

input data x(t-1), x(t-2), … , x(t-M) at the moment t-1, t-2, … , t- M, where M – is the length of delay (memory), 

which is set by the measure. 

The input memory M must be set so as to adequately represent the memory effect of the dynamic object`s 

behavioral model. The number of neurons J is selected to be the best fit to the training sample (inputs and outputs 

of the CO). Each hidden neuron make a nonlinear transforming of weighted sum of relevant input data, using a 

particular activation function. 

3.3. Relationship of time-delayed neural nets and Volterra models 

The literature contains attempts of indirect assessment of Volterra kernels based on equivalent three-layers neural 

net with sigmoidal or polynomial activation functions [13, 19, 22]. The main drawback of the above activation functions 

is that all neurons are switched on in the analog mode.  

This means that all activations must be processed to describe the network output, which is a costly computational 

procedure with a large number of neurons in the network. To reduce the computational volume, and, therefore, to 

increase the speed of neural net learning as an activation function, the polynomial activation functions can be used. 

Analyzing the obtained expression (5), we can conclude that it is isomorphic to the discrete Volterra series form (2). 

Thus, the Volterra kernels values can be expressed through the valued coefficients 
1

,i jr  and 2

ir , ah and the value of the 

shift of the hidden neurons bj of the net. For an activation function in the form of a polynomial of the third power the 

expression (5) can be written in the form of: 
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The expression (6) makes it possible to calculate higher-order Volterra kernels: 
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The expressions (7) are evaluates Volterra kernels of 0–3 orders on the base of TDNN. Similarly, it is 

possible to define expressions for the Volterra kernels of higher orders. 
The method of higher order Volterra kernels evaluation using TDNN investigated in Section 4 where a model 

of the nonlinear dynamic test object builds. The obtained results prove the possibility of building Volterra 

models of nonlinear dynamic objects using TDNN and training samples on the base of the input signals x(t) of 

the special form (δ-functions, step functions, harmonic signals) and output responses y(t). 

3.4. Algorithm of Volterra kernels evaluation using time delay neural nets 

Value of the established relationship between TDNN and Volterra models lies in the possibility of further 

development of the algorithm for Volterra kernels evaluation directly using the parameters of the neural network 

[19, 22]. 

This relationship can be useful for analysis of nonlinear dynamical objects and interpretations of its model. 

In addition, because neural models are more complex in comparison with compact Volterra models, relationship 

between TDNN and Volterra models makes it possible to apply neural models in automated control systems and 

diagnostics. 

On the base of established relationship between TDNN and Volterra models algorithm of nonlinear 

dynamical objects identification developed. The algorithm of Volterra kernels evaluation using TDNN consists 

of the following steps (Fig. 4). 

Step 1. Variable initialization. Set the training sample parameters: n – the length of discrete signal x(i), 

i=1,…n, k – the number of signals xl(t) (result of measurements according to «input-output» experiment) in the 

training sample l=1,…k; set the neural net parameters: M – the length of delay (memory), J – the number of 

neurons in the hidden layer, coefficients br, cr (r=1,..., J) and synaptic weights Wj,r (j=1,...,M+1) initialize by 

means of uniform distribution on interval (0,1); set the object’s model parameter: p – order of the model y(t). 

Step 2. Formation of the training sample. Set training sample X of dimension [pn, M+1] from the number of 

signals xl(t); set the vector of benchmark values Y of dimension [pn, 1]. 

Step 3. TDNN training. Calculating coefficients br, cr and synaptic weights Wj,r on the base of training sample 

X and the vector of benchmark values Y.  

The neural network trains using one of the well-known algorithms, such as Levenberg-Marquardt algorithm. 

To reduce the computational complexity and increase the speed of learning TDNN it is recommended to use 

ReLu activation functions in the neurons of the hidden layers. 

Step 4. Evaluation Volterra kernels. Calculating Volterra kernels wi(t), i=1,…p, on the base of coefficients 

br, cr and synaptic weights Wj,r by the expression (7) – function v_k(b,c,W,X,Y). 
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Step 5. Volterra model. Get the nonlinear dynamic model y(t) on the base of Volterra kernels wi(t) by the 

expression (2) – function v_m(w, x(t)). 

Each block of the algorithm (Fig. 4) is accompanied by pseudocode that implements the current task. 

 

 
 

Figure 4: The algorithm of Volterra kernels evaluation using TDNN 

4. Experimental Setup 

The efficiency of the suggested identification method investigates using as an example a test nonlinear 

dynamical object. The test object used is the first order object with quadratic nonlinearity in a feedback relation 

[23] (Fig. 5). This object is described by the Riccati’s equation: 

2( )
α ( ) β ( ) ( ).

dy t
y t y t u t

dt
      

 

(8) 

where  and  – constant coefficients. 
 

 

Figure 5: Structure diagram of the test nonlinear dynamical object 
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The analytical form of the non-parametric Volterra model of the third order under zero initial conditions is 

as follows: 
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where the Volterra kernels of first, second and third order are equal, respectively: 
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The diagonal sections of Volterra kernels are obtained by assuming 1=2=3=t: 
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The analytical expressions (10) for the Volterra kernels w1(t), w2(t,t), w3(t,t,t) are used as benchmark for 

comparison of the kernels evaluation ),,(ˆ),,(ˆ),(ˆ 321 tttwttwtw  obtained on the basis of “input-output” experiment 

according to the proposed method. 
For experimental estimation of diagonal sections of the Volterra kernels of the n-th order (n≥2) the object is 

tested by means of n test pulses with different amplitude at different moments of time. With appropriate response 

processing we get diagonal sections of n-dimensional integrals from n-th-order kernels wn(τ1,…,τ n). 

The identification of first, second, and third order Volterra models was also carried out based on TDNN. 

5. Results 

The percent normalized root-mean-square error (PNRMSE) criterion is used for accuracy estimation when 

experimentally determining of the Volterra kernels. The estimates of the Volterra kernels identification errors on 

the base of the PNRMSE criterion using TDNN are shown in Table 1. 

 

Table 2 
Accuracy estimation for the identification of n-th order Volterra kernels 

Volterra kernel PNRMSE criterion Number of iterations 

1 order 5,05 27 

2 order 9,06 34 

3 order 19,01 41 

 
Figure 6 shows the plot of the first-order Volterra kernel w1(t) and it’s estimation 1

ˆ ( )w t  using TDNN. Figures 

7, 8 shows the plots of the diagonal sections of second w2(t,t) and third order Volterra kernels w3(t,t,t) 

respectively as well as their estimations 2
ˆ ( , )w t t  and 3

ˆ ( , , )w t t t  using TDNN. 

The obtained simulation results allow to get nonlinear dynamic model in the form of Volterra series (2) with 

an expected accuracy of 5-19% as compared to the analytical model. 
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Figure 6: The first-order Volterra kernel w1(t) and it’s estimation 1

ˆ ( )w t  

 

 
Figure 7: The diagonal section of second Volterra kernel w2(t,t) and it’s estimation 2

ˆ ( , )w t t  

 

 
Figure 8: The diagonal section of third order Volterra kernel w3(t,t,t) and it’s estimation 3

ˆ ( , , )w t t t  
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6. Conclusion 

The results of this research are as follows. 

1. The approach to identification of nonlinear dynamic models on the base of Volterra kernels has been 

developed and substantiated. The disadvantages of this approach to the identification are: the numerical 

limitations in the evaluation of high order Volterra kernels, which forces one to look for the new and efficient 

ways to identify dynamic objects with non-linearity of higher orders. As such an approach is suggested TDNN. 

2. An informational relation between nonlinear dynamic models in the form of Volterra series and TDNN 

has been established. On the base of this relation the method for evaluating higher-order Volterra kernels 

developed. It allows increasing the accuracy of nonlinear dynamic models identification in the form of Volterra 

series by evaluating higher-order Volterra kernels using TDNN and training samples on the base of the input 

signals of the special form (δ-functions, step functions, harmonic signals) and output responses. 

The method allows simulation in both test and functional modes. However, the main limitation of this method 

is the speed, which is limited by the training time of the neural networks. Therefore, the subject of further 

research may be the use of methods to increase the training speed of TDNN. 

The algorithm of Volterra kernels evaluation using TDNN and pseudocode that implements each stage is 

suggested. 

The application of the developed method for the identification of the test nonlinear dynamic object allows 

getting the nonlinear dynamic model on the base of Volterra kernels with error of 5-19% in comparison with 

analytic models in the form of Volterra series. 
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Abstract  
The article describes the original methodology of project training in IT, which is implemented at the 

Department of Artificial Intelligence and Data Analysis of Odeska Politeknika. The method makes it 

possible to double the speed of assimilation of educational information by students and get one hundred 

percent employment of students in their specialty after graduation. This method develops students' 

creative thinking and their communication skills. The article provides a theoretical justification of the 

method  from the standpoint of synergetics. The integrative complexity of the IT project training system 

is shown, nonequilibrium phase transitions in it are considered, the class of systems to which the IT 

project learning system belongs is determined. This work will be useful for university teachers, not only 

for IT specialties, but also for students of technical specialties and representatives, in particular, HR 

specialists of various IT companies interested in highly qualified specialists.  

 

Keywords  5 
Project training, synergetic approach, complex system, information 

1. Introduction 

Currently, graduates of Ukrainian universities face an acute problem of finding a job. Higher education in 

Ukraine has become almost mass, but not every university graduate can find a job in his specialty. In order to 

improve the social adaptation of students, future specialists and magistertrs, a special method of project training 

has been introduced at Odeska Politeknika [1]. It allows students already at the stage of studying at the university 

to find future employers and organize a future place of work for themselves. This method is based on the deep 

cooperation of the university, the student, teachers and the customer of the learning process (stakeholder) [2]. 

Various companies, both domestic and foreign, act as customers of students' training. Already at the stage of 

studying at the university, students and future employers get to know each other better, and employers have the 

opportunity to see students in action – how they perform real production tasks. This approach is beneficial to 

both students, the university, and the industry – the system, conventionally called [2] 3WIN, works: all three 

sides are the winners - both the university, the student, and the customer company. Moreover, what is especially 

important, this method develops students' creative skills – students solve creative tasks, and the teacher sets 

students up to search for non-standard solutions. This increases the competitiveness of future specialists in the 

labor market. The training does not follow the standard method, as it happens with ordinary, non-project training 

at a university, but according to a special method of creative development of students. 

The purpose of this work is the theoretical substantiation of the method of project training in IT as a method 

that develops the creative abilities of students and a detailed presentation of the methodology, which made it 

possible to double, compared with the classical one, to increase the speed of information assimilation by 

students, as well as drastically increase the competitiveness of graduates of the department of Artificial 

Intelligence and Data Analysis in the labor market – to increase to one hundred percent of graduates employed 

in the specialty. 
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This work will be useful for university teachers, not only for IT specialties, but also for students of technical 

specialties and representatives, in particular, HR specialists of various IT companies interested in highly 

qualified specialists 

2. Main part 

The purpose of our teaching method is, first of all, the development of students' creative abilities, the 

activation of self-development processes in the student's psyche. Why is this relevant? Because robotics is 

currently developing rapidly, and all non-creative processes will soon be carried out by robots, and people will 

be needed only in creative processes. Thus, in order to be in-demand specialists, students must acquire creative 

skills while studying at the university and activate self–development processes in their psyche – so that these 

processes go on continuously, allowing them to improve professional skills constantly and constantly synthesize 

new and new ideas and creative solutions, which is especially important for such creative and complex 

intellectual activities as work in the IT field. 

What are the processes of self-development in the human psyche? These are, first of all, processes 

accompanied by non-equilibrium phase transitions, when, as a result of some activity, the human psyche and 

information in the environment of the human psyche acquire new qualities, new properties [3]. Such phenomena 

require inclusion in the consideration of not just information processes in the training system, but a synergetic 

approach at the macro level [4], since traditional approaches to information research, based ultimately on 

Shannon's entropy approach [5], do not allow either to explain or describe qualitative changes in information in 

the recipient's (student's) thesaurus – when suddenly new knowledge is born in the student's brain, that is, his 

own original idea of how to perform a task, that is, a non-equilibrium phase transition occurs. In our case, the 

macroscopic approach to information in the project-based learning system consists in including the recipient's 

psyche into the macro system with information as an information development medium [6, 7, 8, 9]. It is the 

consideration of information in a macrosystem with the recipient's psyche that makes it possible to synthesize 

the method of creative training and self-development of students. The teacher does not conduct an ordinary, 

classical survey on a summary or textbook. Students themselves find tasks to work in the classroom with the 

help of curators from customer firms. Firstly, students are interning at the firms where they will work after 

graduation. Secondly, curators from customer firms give actual production tasks to students so that they do not 

consider any theoretical tasks in the learning process, but solve only real practical tasks that are already facing 

real firms that have real customers of IT products. If a theoretical topic is considered in the lesson, for example, 

functional cost analysis (FSA), then it is considered not theoretically, not on imaginary objects, but on concrete 

practical examples when students perform those tasks that they received from customer firms. At the same time, 

if it is a question of creating a device, the teacher does not limit students to the element base, and if it is a 

question of creating software, the teacher does not limit students to a specific programming language. The 

student should be able to consciously choose both the programming language and the element base and the 

functional solution of the device or the organization of the software, including the programming style (for 

example, is there a need for object-oriented programming), based on the goals of the customer and the 

requirements put forward by him for what functions the development should perform: in the end, the student is 

not even limited to whether these functions should be performed programmatically or hardware, he should be 

able to justify his choice – how it is cheaper, more convenient, more profitable for the customer to perform 

certain functions that the customer needs. Usually classes are held in the form of business games: students are 

divided into teams, each of which has its own task. In each team, brainstorming is carried out during the lesson 

to choose the optimal solution, and then the division of labor is usually carried out – each team member has his 

own task. It can be software or hardware development, and it can also be a feasibility study of the project and 

even sales letters and promotion of the project on the Internet. It is also widely practiced to change roles between 

students: some students can play the role of teachers and conduct a survey, while others can be in the role of 

students and answer. Both students in the role of teachers and real teachers ask questions not for memorizing 

the material, but for the ability to find a creative, unusual solution to the problem and justify it. The teacher 

often asks questions like "What do you think ...?", "What do you think about this?", "What other solution could 

you offer?", "Why do you offer such a solution?", "On what basis do you think so?", "What benefits will this 

give to the customer?", "What are the advantages of this solution, and what are its disadvantages?". Such 

questions are aimed at activating the processes of self-development in the student's psyche. This is not a test of 

knowledge, but the activation of creative processes in the student's psyche. With this method, there is no clear 

division into technical and organizational-economic cycle subjects, they are harmoniously combined, since it is 
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impossible to effectively perform modern IT development, not a theoretical task, but a real practical one, without 

conducting a feasibility study of the development and without thinking about promoting this development and 

the target audience that will buy this development. Students are trained to work in a modern market economy. 

At the same time, the teacher's stimulation of students' creative activity leads to the fact that even those students 

who previously, with traditional training, were not inclined to offer original creative solutions to problems, offer 

such ones. And this indicates the development of information in the environment of the student's psyche. The 

teacher does not offer ready-made solutions for memorization, but with all his behavior stimulates this creative 

process – the birth of new knowledge in the student's psyche, which falls under the definition of self-organization 

processes in the psyche [10] and information [6]. At the same time, interesting discussions often arise among 

students, as well as between students, teachers and representatives of customer firms. In the course of 

discussions, students learn to defend their points of view, as well as clearly and competently formulate their 

ideas, which is very important for increasing their competitiveness in the labor market. When the development 

is ready, each team holds a presentation of its development. At the same time, each student has the opportunity 

to speak out and tell about his personal results, about how he participated in the development. Students' 

performances are conducted in the form of a public speaking training. First, the teacher tells the technique of 

public speaking and shows exactly how to effectively speak in public. Then each student goes out in front of the 

audience and speaks briefly for about three minutes. After each speech, a tactful discussion of the speech takes 

place: the speaker is praised for successful moments in the speech, in general, for everything that can be praised, 

then all who wants tactfully express wishes – what else could be improved in the speech. Thus, all students 

acquire the skills of public speaking and defending their opinions and their developments. What is also very 

important is that students acquire the professional communication skills necessary for an IT developer: they 

discuss the technical task (TT) for development with the customer, make their proposals in the TT. Nowadays, 

communication skills are very important for almost all professions, including IT specialists, and it is difficult to 

find a workplace without a proper level of communication skills. Many employers consider communication 

skills even more important than the purely professional skills of IT developers, since in the field of IT, all 

development tools are still changing very quickly, some new technical tools are constantly appearing, and IT 

specialists still need to learn new professional knowledge constantly. Therefore, if a person does not know, say, 

some programming language, but has general technical literacy, it's not a big deal: this person will master this 

programming language, but if this person does not know how to communicate with people and is a source of 

conflicts in the team, then his value as a specialist immediately falls, and such a specialist is usually not wanted 

to hire. At the same time, the development of effective communication skills is a more complex process than 

the assimilation of some new programming language, and due to the psychotype of the personality of a computer 

specialist, it is usually difficult for programmers and other computer scientists to acquire communication skills, 

it is difficult for them to develop them. Therefore, it is especially important that the learning environment at the 

university be conducive to the development of communication skills, which is provided by the teaching method 

considered in this paper. 

It should be noted that the stated teaching method increases students' interest in studying, which entails an 

increase in students' academic performance and their interest in novelties of technology and means of promoting 

developments. And this increases the pragmatic informativeness according to Harkevich [11] of all information 

flows in the system of project training. Moreover, the informativeness of a bidirectional information flow 

(between each of the three components of the system - the university, the customer and the student) can change 

abruptly (may have a non-equilibrium phase transition), since this macrosystem ("university - student- 

customer") is sensitized to the customer component: what is important for the customer (based on his purely 

practical task) becomes immediately important for the other components of the system - the student and the 

teacher. Thus, the informativeness of this or that message, of this or that informational impact in the 

macrosystem "university - student - customer" can change drastically, acquiring new qualitative characteristics 

- increased pragmatic informativeness in the sense of Harkevich [11]. Thus, we observe the integrative 

complexity of the macrosystem "university - student - customer" in understanding [10], which manifests itself, 

in particular, in the dynamic complexity in understanding [10] – in the appearance of non-equilibrium phase 

transitions in the system "university - student - customer" and the synthesis of new knowledge based on the 

processes of self-development of the psyche and information. This is, of course, a manifestation of synergy in 

the "university - student – customer" system. In addition, the synergetic effect is manifested in new pragmatic 

aspects that all components of this macrosystem and information flows between them have when they are 

combined into this macrosystem, and which they did not have before this alliance. Moreover, the change in the 

pragmatic aspects of information flows, in particular, the benefits acquired by each participant of the 

macrosystem, occurs non-linearly: the benefit of everyone from participating in the macrosystem is not equal to 
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the sum of the benefits of everyone without participating in the macrosystem, and the total benefit of the entire 

macrosystem is not equal to the sum of the benefits of each participant. Thus, project-based training requires 

studying precisely with the tools of synergetics, since, of course, it is a synergetic object. From the point of view 

of the classification of this macrosystem, it is certainly nonlinear (we have shown this), has structural (many 

levels and connections in the organization of this system) and dynamic complexity in understanding [10], and 

also has relatively independent behavior of subsystems with high purposefulness and selectivity of the system, 

which allows, according to [10], to classify this system as open. Why can we talk about the relatively 

independent behavior of subsystems in a given macro system? Well, firstly, the psyche of each individual is 

unique and independent, and since the teacher in the teaching method under consideration stimulates the 

student's independent creative thinking, we can state the fact that the student thinks independently of the teacher: 

the teacher does not inspire or suggest ready-made solutions to the student, but encourages the student to look 

for different solutions to the problem and analyze them, compare them and could identify which of the solutions 

is more profitable to apply. And it doesn't matter if the student makes a mistake. Mistakes are the natural results 

of creativity. In this method, the teacher does not punish students for mistakes. We can even say that there are 

no mistakes with this method, because even if some unsuccessful solution is synthesized, it is analyzed by 

students together with customers and teachers and the weaknesses of this solution and ways to eliminate them 

are found, and students acquire useful engineering and communication skills. And secondly, students, customers 

and teachers interact in this case only within the framework of a certain situation – training, and there are many 

other spheres of life in which each of the components of the macrosystem under consideration acts 

autonomously. After all, a person's life is not just about studying. But these autonomous actions somehow affect 

the psyche of each of the participants in the educational process - both the psyche of the student, the psyche of 

the teacher, and the psyche of the customer's representative. And therefore, this influence extends to the entire 

macrosystem of project-based training. In addition, this macrosystem, of course, acts purposefully, and its 

purpose is the formation of a creative specialist. Moreover, this creative process makes the student an active 

component of the macro system. The student here is not an object of influence, upbringing, education, but a 

subject - an active actor and an equal participant in the training process. All this, of course, speaks in favor of 

the fact that the considered macrosystem of project training is open, according to the definition given in [10] by 

Y.V. Sachkov. Moreover, the integrative complexity of this macrosystem manifests itself in its adaptability to 

the market - depending on pragmatic indicators, this or that information becomes more or less valuable for the 

student, the means used by students in solving practical tasks set for them by customer firms are constantly 

changing, adaptively adapting to the market, and there are no identical classes: each lesson in each group is 

original. Because each student faces different practical tasks formulated by customers, and each team and each 

student find their own solutions. This leads to a high level of integrative complexity of the project-based learning 

system. Such systems, of course, should be studied by synergetic methods. The limited size of this article does 

not allow for a complete study of the macrosystem of project-based training, and this topic is very promising in 

terms of scientific research. In particular, it is necessary to investigate in more detail the integrative, in particular, 

the dynamic complexity of this system, in particular, to investigate nonequilibrium phase transitions. This will 

improve the teaching method – increase the speed of synthesis of new knowledge by students. 

3. Conclusions  

The article describes the original method of project training in IT, which is implemented at the Department 

of Artificial Intelligence and Data Analysis of  Odeska Politeknika. The method makes possible to double the 

speed of assimilation of educational information by students and get one hundred percent employment of 

students in their specialty after graduation. This technique develops students' creative thinking and their 

communication skills. The article provides a theoretical justification of the method from the standpoint of 

synergetics. The integrative complexity of the IT project learning system is shown, nonequilibrium phase 

transitions in it are considered, the class of systems to which the IT project learning system belongs is 

determined. Further research of the system of project training in IT as a synergetic object will improve the 

teaching method and further increase the competitiveness of graduates of the department in the labor market. 
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Abstract  
These theses are devoted to the need to use an information model in the management of behavioral risks 

of an art project by a project manager. The analysis of creative sphere specifics is carried out and the 

concept of teams’ management for art projects in the conditions of instability with elements of chaos-

management is developed. A conceptual model of behavioral risk management - "Palette" was 

developed and presented, this model clearly demonstrates the process of combining risks from different 

sources and the role of the project manager in this process. Work on the development of a conceptual 

model revealed the need to create an information model (DFD) of behavioral risk management for art 

project team. The information model is an important tool for creating an effective information space 

with a clear, understandable system of timely integration of information and well-established 

communications between the art project manager, team and customer, which will increase efficiency in 

the process of behavioral risk management. 

 

Keywords  6 
Project, model, behavioral risks, art project, team management 

1. Introduction  

Recently, interest in the relationship between the traditional model of management and the cultural and 

creative spheres has grown significantly. These spheres are becoming important economic industries due to 

several factors: successful activity of some cultural and creative organizations, the opportunity to change the 

vision of the usual problems of society, namely, approach to innovation, product design, ways of thinking and 

more, through a creative look. Yet in the transition from a planned to a market economy, the creative sphere is 

one of the last areas of human activity, which has not been able to fully adapt to the requirements and conditions 

of the modern market. Creative projects, from the standpoint of organization, implementation and system 

management, are more complex. They are implemented in conditions of high uncertainty with a large number 

of risks. Therefore, the introduction of a project approach in the creative sphere will give a significant positive 

result in improving the quality of organization and implementation of creative activities [1]. 

Scientific works on the application of the project approach to creative projects have not yet received 

extensive research in world science. Among the separate articles devoted to this question, we can highlight the 

most important scientific works of the following authors: Azarenkov L.S. [2], Mochalov D.V. [3], Danchenko 

O.B. [4], Bas D.V. [5, 6], Rybalko I.V. [1, 7, 8,9], Bulavina D.M. [10], Novikova G.M. [11], Beloblotsky N.V. 

[12], Voitkovsky S.B. [13], Comandishko E.F. [14], Korneeva S.M. [15], Tulchinsky G.L. [16]. 

Applying the term "project" to creative activity, definitions of a creative project or art project were made: 
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 art project is understood from the standpoint of expanding the scope of an organized event and is defined 

as a structural form of cultural communication based on a systemic organization that has specific goals, 

objectives and resources [17]. 

 art project is a completed cycle of artistic activity aimed at creating an original work of art in conditions 

of limited time and resources [5]. 

2. Main part 

The development of science for a long time had a narrowly disciplinary nature, where each scientist was a 

highly qualified specialist within one particular discipline. That is, scientific discoveries had a branch principle. 

But now times have changed and the strategy of science development has reached the next level - 

interdisciplinary, i.e. conducting research at the intersection of several scientific fields. This step has become 

not just a trend in the modern scientific world, it has really shown its effectiveness. The combination of several 

disciplines resulted in unusual, interesting and innovative discoveries that helped accelerate progress. 

During the stage of studying the subject area [18, 19] it was clear that, in addition to the methodology of 

project management, it became extremely important to pay attention to the psychological aspects of creative 

personality and features of art projects. To consider and analyze the psychological aspects it was necessary to 

turn to research in psychology. In turn, the identification and analysis of the peculiarities of the implementation 

of art projects showed clear differences from traditional management [20, 21] and, moreover, from the project 

approach, which are more inherent in chaos management [22, 23]. These three key factors defined the disciplines 

at the intersection of the concept of managing art project teams in conditions of instability with elements of 

chaos management. Euler's diagram, which depicts sets and relations between them, was used to graphically 

represent the concept. Type of relationship - intersection. 

In our case, each set (A, B, C) is a discipline (psychology, project management, chaos management). The 

intersection of sets forms a set consisting of elements belonging to sets A, B and C simultaneously. That is, the 

intersection of sets is a synthesis of scientific approaches (Fig. 1). 

 

 
Figure 1: The concept of managing art project teams 
 

Team management of any project is not only the organization of the work of team members in terms of 

planned processes, resources and motivation. Risk management takes one of the most important places in the 

work of a manager.  

If we turn to history, the problem of risk has interested and attracted the attention of the scientific world in 

the early twentieth century. The impetus for this was F. Knight's book "Risk, Uncertainty and Profit" [24]. 

Although human risk assessment has existed since ancient times, as evidenced by drawings of gambling scenes 

in Egyptian tombs, on ancient Greek vases. But it was from the 1920s that risk analysis studies began to be 

conducted in various fields. Thus, the concept of "risk" is also interdisciplinary, used in many social and natural 

sciences. 
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Project team management, or project human resource management, according to the PMBoK standard 

includes planning, project team recruitment, development and management (control, communication, problem 

solving, change and conflict management) [25].  Managing an art project team includes all of these processes, 

including identifying and managing all of the behavioral risks involved: 

 with the specifics of art projects [1];  

 psychology of creative personalities [7];  

 remote work format (distributed projects); 

 weak formalization.  

Many risks of an art project have a primary source - human activity. Therefore, they can be attributed to the 

group of behavioral risks, ie the reasons for which are the decisions and actions of specific people (project team 

members and stakeholders). In the scientific literature [26, 27, 28] the group of behavioral risks in the personnel 

is defined as a set of employees who potentially have a tendency to harm the company by their actions [29]. In 

the works of modern Ukrainian and foreign researchers can be found the terms "personnel risk", "social 

behavior", "risks of loyalty", "risks of staff behavior", "illegal behavior", "destructive behavior that contains 

risks", etc. Moreover, there is synonymy in the interpretation not only of their essence, but also in the formation 

of essential features on the basis of an interdisciplinary approach [29]. Behavioral risks in the context of the 

implementation of art projects can be defined as destructive behavior of a member of the art project team, which 

may interfere with the receipt of the product of an art project or the success of the project as a whole.   

Each risk can manifest itself, both individually and in combination with others. It is to realize this factor that 

a conceptual model of managing an art project team was created, which clearly demonstrates the process of 

combining risks from different sources and the role of the project manager in this process. Risks from different 

sources, mixing with each other, change both the probability of occurrence and the strength of the impact on the 

project. That is why the idea arose to develop a conceptual model of team management of an art project in the 

form of an art palette, which symbolically shows that the art project manager is also an artist who must 

understand the origin of the sources of risk and, as the artist mixes pure paints on the palette to obtain new 

shades and colors, can identify as many options as possible to react to the combination, overlap and interaction 

of different types of risks on each other. The ability of the project manager to combine individual parts into one 

overall picture is extremely important for understanding the existing problem situations and conflicts in a rather 

difficult environment for the implementation of such projects. And the ability to decompose the general into 

separate parts means to "see" the source of risk and, accordingly, to anticipate some problematic situations and 

conflicts in the work of an art project team in advance, by creating a plan of measures to prevent risks. This is 

the art of the art project manager, which significantly and accurately conveys the conceptual model in the form 

of an artist's tool - a palette (Fig. 2). 

 
Figure 2: Conceptual model of behavioral risk management of art projects -"Palette" 
 

All risks of the art project, conditionally divided into four sources (SR - source of risk) of their occurrence 

and symbolize the "pure" colors: SR1 - the first source (specifics of art projects); SR2 - the second source 
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(psychology of creative personalities); SR3 - the third source (remote work format); SR4 - the fourth source 

(weak formalization of art projects).  

Each source has a number of risks. Thus: 

1. R1 – the set of risks of the first source with the number of n risks (R11, R12, …, R1n1); 

2. R2 – the set of risks of the second source with the number of n risks (R21, R22, …, R2n2);  

3. R3 – the set of risks of the third source with the number of n risks (R31, R32 …, R3n3); 

4. R4 – the set of risks of the fourth source with the number of n risks (R41, R42 …, R4n4). 

During the project life cycle at all stages, risks from all four sources are mixed, creating new threats to the 

successful implementation of the project and determining the overall impact of risks on the project (place on the 

palette where the artist mixes "pure" paints). And just as the artist confidently holds the palette in his hand, 

pushing his thumb into a special hole, so does the project manager (PM) to control and manage all the risks of 

an art project. 

Work on the development of a conceptual model revealed the need to create an information model for 

managing the behavioral risks of an art project team using graphical notation of the data flow diagram (Data 

Flow Diagrams, DFD). This notation is designed to model information systems in terms of storage, processing 

and transmission of data, taking into account the work with data, and visualizes the processes of data processing. 

The information model is a convenient tool for the art project manager, which will clearly demonstrate how 

information is exchanged, where data is stored, what mistakes can be made when moving (exchanging) 

information in the process of team risk management. 

Next, we construct a a context-level data stream diagram to show where the data comes from and between 

whom there is an exchange (data flow, which determines the qualitative nature of the information transmitted 

through a particular connection from source to receiver [30]), what exactly is the data and who needs it, who 

processes it and where the results are sent (Fig. 3).  

 

 
Figure 3: Context diagram of information model for behavioral risk management of an art project 
 

From the diagram it becomes clear that stakeholders in the process of managing behavioral risks of an art 

project are the project manager, project team and customer. The project manager creates a behavioral risk 

management plan, approves it from the customer and passes it on to the project team. The project team receives 

a plan from the project manager and, after its implementation, sends him the fact of execution. At the same time, 

the project team also receives information about the risk management plan from the customer. All information 

about behavioral risks of an art project, including the management plan, the project manager stores in the project 

database. 

The DFD model belongs to hierarchical models, where each process can be decomposed to refine the context 

diagram, which is a top-level diagram. Detailing the process of behavioral risk management of an art project is 

as follows (Fig. 4). 
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Figure 4: Detailing of information model for behavioral risk management of an art project 
 

A detailed information model shows that the project manager receives information on behavioral risks from 

the project team, analyzes it and, as a result of identifying behavioral risks according to the conceptual model 

"Palette", creates a register of risks, dividing them into 4 sources, which sends to the project database and project 

team. Next, the register is used by the manager for quantitative evaluation on a mathematical model and 

qualitative evaluation on a color scale. Based on the obtained results, a behavioral risk management plan is 

developed according to the scenarios. The plan must be agreed by the customer. Therefore, the next step of the 

project manager is to send it for approval and obtain an approved risk management plan, which is communicated 

to the project team and sent to the project database for storage. Implementation of the risk management plan by 

project team members is monitored by the project manager and the customer. The behavioral risk management 

plan is sent to the customer, the project manager, the project team and sent to the project database. The project 

manager analyzes the result and, if necessary, makes adjustments to the risk register and again performs 

quantitative and qualitative analysis if new risks have been identified, or changes to existing behavioral risk 

management scenarios, in case of ineffective previous scenario. Then sends the updated plan to the customer 

for approval. 

3. Conclusions  

An information model of behavioral risk management of an art project is an important tool for creating an 

effective information space with a clear, understandable system of timely integration of information and 

established communications between the art project manager, team and customer, which will increase efficiency 

in behavioral risk management. 

Further research is conducted in the direction of developing a mathematical model for assessing behavioral 

risks, a color scale of behavioral risks of art projects and scenarios for combating behavioral risks. Considering 

that the creative sphere by its specificity is high-risk and art projects are realized in the conditions of high 

uncertainty, it is necessary to continue working on the development of methods to combat behavioral risks, so 

that the art project manager gets an effective and efficient tool to prevent behavioral risks, or reduce the negative 

impact on the project in case of their occurrence.  
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Abstract  
The work focuses on the need of using information systems and technologies to ensure the efficiency 

of the enterprises economic activities and their projects management. The classification of information 

systems and an overview of the software products which belong to certain directions of the project 

management system are given. The interrelation of the fields of projects management knowledge and 

information technologies is given for the forming of the comprehensive information system. It aims to 

solve the problems of management of the enterprise economic activities and their projects.  

 

Keywords  7 
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1. Introduction 

The different aspects and issues which refer to the efficiency of management of the enterprises economic 

activities and their projects are the subject of scientists and experts researches [1; 2]. 

The project management as a methodology in general and as an individual partial tool, in particular, is 

popularized in various areas of human activity and still continues to be widely used. The integrated project 

management in organizations [3], project management of innovative potential and development [4] and other 

themes are proposed and substantiated. The use of project management is due to a systematic, integrated 

approach implemented in the methodology, which involves the coverage and formalization of the most 

important project implementation processes.  This is reflected in the international standards, namely PMBOK 

PMI [5], P2M [6], ICB IPMA [7], ISO 21500 [8], PRINCE2 [9].  

For example, the risk management is one of the fields of projects management knowledge, which are used 

in the management of economic activities by business entities to achieve the goals. It is often used by directors, 

risk and other managers separately in the enterprise economic activities management system to solve certain 

tasks that are not always related to the implementation of projects. The numerous scientists’ publications are 

devoted to the issues of risk management of economic activity and individual projects [10 – 13]. 

This is due to their active development, total digitalization of all spheres of human life, especially the 

economic sphere, and the transformation of business processes through the switchover to the Industry 4.0 [14 – 

17]. 

The information systems and technologies, their use in the enterprises and projects management, expediency 

and efficiency, criterions for selecting and further development are actively studied by the scientists of various 

fields [18 – 29]. The scientists note that “the enterprises must carefully choose the right technology to improve 

all business management processes” [18]. They substantiate the expediency of using information technologies 

to achieve the strategic management goals [21]. The scientists also pay attention to the need to do clear 

categorization of technologies according to the enterprise’s goals [18]. It is advisable not only to get acquainted 
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with the main software products of the project management, but also with the specific, but namely with those 

that can be used in relation to a particular process (like the project team management, etc.). 

2. Main part 

An important aspect of the enterprises economic activity is the understanding of the way to achieve their 

goals. A lot of processes are implemented in order to achieve the result. For example, this is about the use of the 

strategic and operational management, development of the innovative policies of enterprise operation, 

introduction of the project management methodology, etc. The information systems and technologies are the 

traditional components of these types of management which are indicated previously.  

The issues of strategic and operational digitalization of the enterprises economic activity are researched by 

different scientists, in particular Kochkodan V.B. [19]. This is the urgent need for the enterprise to operate 

successfully in the today's market conditions. As it’s noted in [20], in 1982 Hank Lucas and John Turner noticed 

that the information technology can be used to achieve strategic management goals in three fundamentally 

different ways [21]. Firstly, they can be used to achieve greater efficiency in existing operations, such as 

reduction of the variable expenses (reduction of the marginal costs) by automation of the routine activities or 

improvement of the customer service through the better use of information. Then they can be used to improve 

the strategic planning process by improving support systems analysis policy. Finally, the technology can be used 

to open new markets by developing new products or services which are put to the technologies or directly 

include them [20; 21]. 

The information technology is traditionally considered using three approaches, namely: conceptual, which 

allows to determine the substantive aspect of the technology; logical, with the description of information or 

mathematical models’ construction; and physical, which provides a description of the implementation by the 

software and hardware. Traditionally, using a logical approach to the description of the information technology, 

we will have four levels, namely: 1) information technology; 2) information process; 3) information procedure; 

4) information operation (Fig. 1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Approaches to the description of the project management information 
 

Figure 1 gives the opportunity to navigate in the specifics of information technologies and software products 

using, which, in an integrated manner, make up the information system applied at the enterprise. It should be 

noted that different information systems can be used to ensure the processes of the enterprises economic 

activities and their projects implementation. For example, Supply Chain Management systems are aimed at 

organizing of interaction with suppliers, Customer Relationships Management systems – with customers, 

Business Process Management systems – to manage the business processes of the organization, Enterprise 

Resources Planning systems – for the resource management, Google Analytics systems – for the analytics 

management and others. 

According to [14], among scientists there are supporters of the idea that ERP-systems will remain the 

"core" of corporate information systems even in the future and will play an important role in the IT-architecture 

of the enterprise 4.0, because [15 – 17]: 

• ERP remains an important application for both horizontal and vertical integration; 

• ERP integrates in terms of data with Internet data, sensors, robotic workplaces; 
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• ERP in terms of data becomes the basis for the development of great data, business analysis and artificial 

intelligence; 

• ERP can be expanded in the field of production, logistics and communication with the customer. 

Exploring the project management direction, we will consider different options of basic and special 

information technologies (Fig. 2). For example, special information technologies, which are used to manage 

project risks, are becoming more and more widespread now. 

 

 

 

 

 

 

 

 

 

 

Figure 2: Classification of project management information systems 
 

Among the basic well-known information systems in the project management field, which are popular with 

users, experts name such as Microsoft Office Project (Microsoft Office Project Standart, Microsoft Office 

Project Professional, Microsoft Office Project Server, Microsoft Office Project Web Access), and also SureTrak 

Project Manager, Primavera Project Planner (3P), Primavera Project Planner for the enterprise of the Primavera 

company. Open Plan (Open Plan Proffessional and «Open Plan Desktop) and Spider Project (Spider Project Pro, 

Spider Project Desktop Plus, Spider Project Desktop) are popular software products [23]. It is important that 

today simpler software products are gaining popularity. They have limited functionality but give an opportunity 

to effectively implement small and simple projects, especially those that carried out within the enterprise or 

organization. Such software products include, for example, Bitrix24 and Jira Core [23]. 

Among the software products used by project managers, we can also single out, for example, tools for 

analytics (Amplitude, Mixpanel, Tableau, Google Analytics, Yandex.Metrica, App Annie, Adjust), research, 

prototyping, teamwork [30]. 

 Amplitude is a tool for product analytics, which allows you to collect all product data, make an analyze 

through the visualization of information in the form of graphs. Mixpanel is tool for analyzing the consumers 

behavior. It is a technology that allows to track consumer interaction with the brand. Tableau is a tool for data 

analysis and visualization, which allows to collect information from the multiple sources, process and visualize 

it using graphs. Google Analytics is a tool for analyzing the users behavior on the site. It allows to analyze the 

effectiveness of the site, that is the user interaction with the site. In essence, a similar tool is Yandex.Metrica, 

with which you can analyze the users activities on the site. With App Annie, a mobile application data analysis 

tool, you can explore the state of the market and competitors. The Adjust tool gives the ability to determine 

average marketing metrics in the similar applications. 

The tools for research are OptimalWorkshop (a tool for audience research); BrandMentions (brand reputation 

research); UserTesting (interviews); UserInterviews (audience research); EnjoySurvey (automated survey 

service); Trint (transcriber); Uxcrowd (testing and transcription); Google Optimize (site interface testing); Z-

Score (table and calculator of Z points); Selects Statistics (calculation of statistical significance); Evanmiller 

(A/B testing); UXPressia (creation of CJM (customer journey maps)). 

The tools for prototyping are Figma; Invision; Sketch; Lookback. 

The tools for teamwork organizing are Miro (board for group work); Lucidspark (board for group work); 

Notion (working area); Trello (task management in the project management system). 

Our national scientists, such as Tesla Yury, offer their own software development PrimaNad. PrimaNad is a 

system which implements resource management functions in the automated mode both at the level of projects 

and at the level of enterprises [31].  

Today, the use of enterprises project management methodology is spreading in various fields, including 

transport. So we believe that it is worth to review the recommendations for the use and selection of project 

management information system. It is necessary to provide flexibility of the choice and the ability to use not 

only basic information technology, but also special, or both basic and special as needed. An approach to the 

selection of a particular project management information system was proposed in the work [23]. It is based on 

three criteria, namely the skills/abilities of the project manager, the functionality of the system and its cost. In 
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our opinion, today the selection criteria should include knowledge spheres of project management methodology, 

namely project integration, content, timing, cost, quality, resources (human and other), communications, risks, 

purchases and interested parties’ management [5].  

Considering a wide range of special software products, not only the use of basic and professional information 

systems can be effective. By the way, they do not always cover all the tasks that need to be solved during the 

project. That’s why it is a need to use special information systems that can meet the requirements of the project 

information and analytical support (Fig. 3). 

 
Figure 3: Interconnection of the knowledge spheres of project management with the respective information 
technologies. 

3. Conclusions 

Such factors as development of the information systems and technologies, enterprises activity in the Industry 

4.0 conditions and total digitalization determine the relevance of the systems and technologies research in the 

economic activities and projects management. The main aim of the informational technologies use is the 

effectiveness of the enterprises economic activity and good project results. An important aspect of the 

information systems and technologies use is the choice of them through the increase of the both basic and special 

software products in the economic activities and projects management sphere. For the project management 

effectiveness, it is advisable to clearly define the need to use a certain type of software package or a set of 

software products aimed at solving certain tasks. 
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Abstract  
In this work, the authors identified the information risks of digitalization projects, their qualitative and 

quantitative analysis by the method of expert assessment, which allows to identify the objects of risk 

that are most prone to the occurrence of risky events and to identify the highest risks that turn a probable 

potential threat into a number of dangerous. The methods used in the identification process are marked, 

and the main factors that cause the emergence of risk situations are identified.  

 

Keywords  8 
Information risks, identification, quantitative and qualitative analysis, digitalization projects 

1. Introduction 

The information space requires special attention, study and constant monitoring, as the intensive introduction 

of modern industry technologies using artificial intelligence (AI), introduction of cyberphysical systems and 

neurotechnologies, dissemination of automatic identification services, collection and processing of global 

databases (big data), cloud services (cloud computing), smart devices and industrial facilities (smart everything), 

development of social networks, various platforms, services of the digital Internet environment "sharpens" the 

issue of information security [1, 2, 3]. 

Most corporate information systems were once designed without the necessary level of information security, 

which makes them vulnerable to information risks. 

Thus, the identification and analysis of information risks is the main task of risk management for the 

successful implementation of projects, including digitalization projects, and strategic management of the 

enterprise [4, 5]. 

 

2. Main part 

Understanding today’s realities in implementation of digitalization projects, it is obvious that it is almost 

impossible to manage all possible information risks, because of its large financial and human costs. To date, 

most information risks have been identified and described, but digitalization "creates" new, as yet unknown 

risks. Therefore, the issue of risk identification is quite relevant and one of the prerequisites for a successful 

response to risks is to determine their priority in the project. 

At the stage of risk identification, the areas of business processes of the enterprise most prone to information 

risks are identified, there is also a determination of risk factors and adverse internal and external environments 
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in accordance with the object of risk of the enterprise, that is, e.i. a process of identifying, recognizing and 

registering risks (the main components of risk identification).  

Identification of information risks at each stage of the digitalization project allows to analyze the risks at the 

initial stages of technical and economic justification of the project. 

Risk identification is an extremely important step in risk management: risk that has not been identified cannot 

be further analyzed; risk that has been identified rather superficially can lead to errors in risk assessment. 

The process of identifying information risks involves the analysis of a number of elements on which the 

identification will be considered full-fledged: causes and sources of risks, the probability of occurrence of risky 

events, the severity of probable risks, the consequences of risky events. 

It is appropriate to remember about the classification of risks, which is an integral part of risk management. 

Having determined to which group of risks the investigated risks belong, it is possible to speak already about 

partial identification with the following description of the reasons of risk event occurrence.  

In [1] the classification of information risk groups according to separate criteria was carried out. This paper 

will identify and analyze certain risks, which according to the authors are the most common among the 

information risks of digitalization projects. 

Causal links between the main components of risk identification are considered in two ways:  

 risk identification through analysis of the causes of risk events with subsequent determination of their 

consequences (what can happen and what it will lead to); 

 due to the consequences that have already occurred or may occur in the future with the determination 

of the cause of these events (what consequences should be avoided and what to strive for, what events these 

consequences can cause) Fig. 1 [6, 7]. 

 

 

 
 
Figure 1: Causal links between the main components of risk identification 

 

 

The following tools are used to identify information risks:  

 methods of questionnaires and surveys;  

 expert assessments;  

 benchmarking; 

 analysis of statistical data;  

 analysis of the nature, consequences and criticality of failures;  

 operational safety analysis and critical control points; 

 method of brainstorming;  

 risk ranking and filtering; 

 system analysis;  

 error tree analysis; 

 scenario analysis; 

 system design methods, etc. [9, 10, 11]. 

 

The following is a description of some methods. Expert risk assessment has its positive (relative simplicity 

for forecasting) and negative (subjectivity of experts' opinions and limited judgments) moments.  

Statistical methodology can be used for risk analysis, but it also has its advantages (there is a significant 

amount of analytical and statistical information on the necessary elements of the analyzed system for a certain 

period of time) and disadvantages (information about this risk may not be available in the database) [11, 12, 

13].  
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Brainstorming is quite fast and facilitates the interaction of team members, but it is possible to deviate from 

the real risks, or the dominance of the opinion of one team member [14].  

Analysis method of nature, consequences and criticality of failures is widely used for failure modes 

associated with hardware and software tools and procedures, but can only be used to identify individual failure 

modes, not their combinations [15].   

The logical course in the identification of information risks is the use of several methods that take into 

account not only the features and specification of risks, but also the uniqueness of digitalization projects 

themselves. The result of information risk identification is a risk register.  

Table 1 presents a description of the most common information risks specific to digitalization projects [1, 

16]. 

Thus, the risks are described and identified. The next stage, which precedes the stage of tools development 

to reduce information risks, risk analysis. 

 
 
Table 3 
Identification of information risks in digitalization projects 

№ Name of information risk Description of information risk 

1 Making changes Repeated changes to the project documentation, while 
this factor is absent in consulting projects 

2 Problems with artificial 
intelligence 

New AI technologies are used incorrectly or provoke 
unexpected system failures 

3 Failure (non-working condition) 
of technical tools 

Network congestion due to accidents or natural 
disasters 

4 Errors in models, information 
processing algorithms, programs 

Inefficiency of the system in managing changes and 
configurations 

5 Unavailability of the service Lack of support from an IT provider 
6 Loss of software, information 

databases 
Unauthorized access,  
Inability of IT audit to detect security issues 

7 Copyright infringement 
8 Infringement of confidentiality 
9 Incomplete information Automation of erroneous decisions due to poor data 

10 Inaccuracy of information 
11 Destruction of information Unauthorized access 

 Loss of IT resources 
 User computer literacy 

12 Dissemination of fake 
information 

Infringement of the rules of professional ethics 

13 Innovations The decision to innovate in IT solutions is made before 
the basic requirements are formulated 

 
 

Analysis of information risks of digitalization projects is nothing but a process of comprehensive assessment 

of project security by quantitative and qualitative indicators.  

Qualitative risk analysis aims to identify areas and types of risks, as well as to identify factors that affect the 

level of justification of various possible countermeasures.  

Quantitative analysis makes it possible to quantify the size of information risks and the project as a whole 

[17, 18, 19]. 

The method of expert assessment was used to analyze information risks, taking into account the results of 

risk identification, which allows to determine the objects of risk that are most prone to the occurrence of risk 

events (Table 2). 
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Table 2 
Quantitative analysis of information risks in digitalization projects 

№ Name of information risk 
Probability of 

occurrence 
(0 ÷ 1) 

Impact on project 
implementation 

(0 ÷ 1) 

1 Making changes 0.4 0.5 
2 Problems with artificial intelligence 0.4 0.7 
3 Failure (non-working condition) of technical tools 0.4 0.8 
4 Errors in models, information processing algorithms, 

programs 
0.5 0.9 

5 Unavailability of the service 0.4 0.6 
6 Loss of software, information databases 0.7 0.9 
7 Copyright infringement 0.4 0.5 
8 Infringement of confidentiality 0.8 0.9 
9 Incomplete information 0.5 0.9 

10 Inaccuracy of information 0.5 0.9 
11 Destruction of information 0.8 0.8 
12 Dissemination of fake information 0.5 0.5 
13 Innovations 0.4 0.7 

 
The weight of each information risk is determined using the probability matrix (Table 3). 

 

Table 3 
Matrix of probability and impact of information risks in digitalization projects 

Average 
probability of 

occurrence 
(0 ÷ 1) 

Average impact on project implementation 
(0 ÷ 1) 

0.1 0.3 0.5 0.7 0.9 

0.8 – 1.0     3 

0.6 – 0.8     4, 6, 11 

0.4 – 0.6   12 13 9, 10 

0.2 – 0.4   1, 7 2, 5 8 

0.0 – 0.2      

 

In accordance to Table 3, it is possible to formulate conclusions about the types of information risks: 

 - high risks – 3, 4, 6, 8, 9, 10, 11, 13; 

 - moderate risks – 1, 2, 5, 7, 12. 

Thus, high information risks are risks that are related to the vulnerability of information. The group of 

moderate risks includes the risks of more mechanical (engineering) mistakes, errors. Among the studied 

information risks, none were considered low. This indicates the importance and necessity of information security 

in digitalization projects, the end product of which is information. 

The reliability of the analysis depends on the completeness and quality of information on the risks to be 

studied in detail. The IT market offers the use of special software products in the tasks of threat modeling and 

risk assessment, such as OWASP Threat Dragon; CAIRIS; Mozilla Seaspon, Microsoft Threat Modeling Tool; 

RiskWatch; vsRis and others. These programs simplify information risk analysis processes, saving time and 

reducing costs.  
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Qualitative evaluation results are used to form a relationship between the probability and consequences of 

an event for key risks [1], i.e. set the highest risks, which turn a probable potential threat into a number of 

dangerous ones and therefore at the next stage will require additional protective measures and tools to reduce 

information risks in digitalization projects. 

3. Conclusions 

Thus, in the process of risk identification it is necessary to identify probable areas of information risks for 

the project and assess the degree of impact of these risks on the project. It should be noted that the issue of 

assessment and management of a significant part of information risks is well researched and described in the 

literature, and the rapid development of information security tools allowed to reduce the number of technical 

security. But the number of risky events caused by the information component still remains large. The 

information factor remains a "weak link", so along with the technical protection, organizational aspect, staffing, 

risk management should be given priority: systematic identification and assessment of risks - will guarantee 

results’ achievement. 
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Abstract  
Ensuring the quality of enterprise management without reliable information systems and effective IT 

control measures is impossible. An urgent task today is skillful and effective risk management of IT 

audit projects. Theses of stages of anti-risk management of IT audit projects are defined in the abstracts 

and the mathematical model of anti-risk management of IT audit projects is developed.  

 

Keywords  9 
IT audit projects; IT audit project management; project risks; risk management of IT-audit projects  

1. Introduction 

In a relatively short period of time, the field of information technology (IT) from the ordinary, has become 

one of the main drivers of the world economy. The number of IT specialists in the country is growing rapidly: 

from 89 thousand professionals in 2015 to 190 thousand in 2019 [1]. The main share of the global IT market is 

in the United States (36.8%), followed by China (11.3%) and the United Kingdom (5.8%). According to the 

Top Lead directory, Ukraine is competing with Romania and Poland in terms of market size, significantly behind 

India and China. 

Ukraine is attractive for the development of IT business among countries with developed economies. First, 

the labor markets in Poland and Romania are already significantly "overheated". Secondly, taxation is very 

profitable in Ukraine. Third, competence and cultural proximity place Ukrainian developers far above Indian 

ones. Today, Ukrainians can create, promote and sell IT products in global markets. They are interested not only 

in creating a product, but also in its active development. The Ukrainian IT industry is now successfully 

competing in the global market and is a reliable source of foreign exchange earnings. For productive and 

efficient operation of IT enterprises requires constant monitoring and control of the real state of the IT 

infrastructure. Therefore, an IT audit is introduced to assess the state of the information and / or financial system 

of the enterprise. Conducting an IT audit is a starting point and allows to objectively assess the current relevance 

of the IT infrastructure, compliance with business requirements, the use of resources, both financial and human, 

as well as to draw conclusions about changes or upgrades to this system [2]. 

V. Rudnytsky, O. Pugachenko, S. Kanygin, R. Us, S. Golov, B. Usach, V. Zhuk, Yu. Prozorov, V. Galkin, 

M. Bilukha, I. Platonova, A. Kuzminsky, N. Dorosh and others are engaged in research of audit development. 

I. Platonova [3], N. Kuzhelny, E. Petryk [4], F. Butynets [5], G. Davydov dedicate their research to the issues 

of development, organization of audit and point to a certain completion of the formation of the national audit 

system. O. Redko analyzes the performance of the audit services market, N.I. Dorosh researches the organization 

of audit activity and pays attention to quality control of the audit services market, I. Pilipenko believes that it is 
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necessary to improve the regulatory framework governing audit activities. The author [3] distinguishes the audit 

by the nature of the audit: confirmatory, system-oriented and risk-based audit, or risk-oriented, and in the source 

[6] there are: investment, external, internal and special types of audit (environmental, energy audit, project audit 

and information security audit). 

Some theoretical and applied aspects of problem solving in the activities of project-oriented IT enterprises 

are presented in the works of A.A. Biloshchytsky., S.D. Bushuyev, N.S. Bushuyeva, R.A. Druzhinin, I.V. 

Kononenko, O.M. Medvedeva, D.A. Novikov, V.A. Rach, Archibald, I.A. Babayev, V.Yu. Bykov, E.H. Reshke, 

H. Tanak, Yu.M. Tesla, S.V. Tsyutsyura, H. Schelle, S.K. Chernov, О.S.Voitenko, N.Yu. Yegorchenkova, Z.P. 

Stashevsky, Yu.O. Borzov and others. 

The author [7] notes that the information support of internal audit at an industrial enterprise is the main 

condition for effective prevention and timely detection and elimination of errors, whereas it provides 

verification, modeling and analysis of data to establish its completeness, quality, legality and reliability, and 

increasing the efficiency of financial and economic activities at the enterprise during the internal audit is possible 

precisely due to the effective information support for the provision of relevant information and control functions 

in the relevant accounting system. Assessment of economic security of investment projects for enterprise 

informatization was carried out by the authors [8], the role of audit in detecting fraudulent actions with financial 

statements - noted in [9]. 

Problems of staff motivation in the IT sphere, basic and modern theories of motivation are presented by the 

authors [10]. Projects in the field of IT through the prism of soft projects are considered by Medvedeva O.M. in 

[11], features of personnel management in the IT field in [12], where the basic requirements for knowledge and 

skills of HR-manager and IT-recruiter are given, the sources of search for qualified specialists for IT companies 

are considered, the functionality of HRM-systems is characterized. The method of evaluating the team of IT-

project executors in which it is proposed to consider the task of appointing employees to work on a new IT-

project as a kind of clustering task, proposed in [13]. Integrated application of emotional intelligence and 

KANBAN method in IT project management is described in the source [14]. 

The impact of internal audit principles on the control environment: economic and social consequences have 

been studied by the author [15] and proved that the whole set of methods and techniques, used in the internal 

audit process provide unity and logic methodological principles, and compliance with organizational principles 

allows to choose the best options for streamlining the structure and operation of the internal audit department. 

Models and mechanisms of planning the content of educational projects of higher educational institutions of 

the State Service of Ukraine for Emergencies and monitoring of the formation process of personnel competence 

for IT-projects of the State Service of Ukraine for Emergencies on Information Security based on the 

competency approach according to customer requirements proposed in the source [16], and the mathematical 

model of the educational project of the State Service of Ukraine for Emergencies of specialist’ training in the 

field of information security is considered in [17]. 

IT audit is a key component to ensure the quality of enterprise management, without reliable information 

systems and effective IT control measures, it is not able to properly perform operations / transactions and 

summarize reliable financial statements, which, in turn, affects the level of achievement of its objectives and 

goals. 

Based on the sources [18-19], the IT audit project (ITAP) is a set of interrelated measures to verify the 

accounting data of the financial statements of the IT company and conducting IT infrastructure assessments 

aimed at creating a unique product: independent opinion of the auditor, his findings, evidence, conclusions and 

recommendations on all essential aspects and in accordance with applicable laws, regulations (standards) or 

other rules, and in accordance with the requirements of users in terms of time and resource limitations. 

Such a comprehensive inspection allows to determine the capabilities and shortcomings of the existing 

information infrastructure at the enterprise, its compliance with the requirements and expectations of 

management, makes it possible to assess the likely development of business and communication processes in 

the enterprise [20]. Modernization or modification of existing systems or functioning solutions can be carried 

out only if there is a full body of data on the current state of the company's IT management. 

Tasks, principles, stages and features of ITAP, as well as the characteristics of its product are pre-defined by 

the authors in the sources [18, 21]. 

According to sources [18, 22-23], ITAP management is a process of management and coordination of human, 

material and financial resources during the project life cycle by applying modern management methods and 

techniques to achieve the results defined in the project in terms of composition and scope of work; cost, time, 

quality and satisfaction of project stakeholders. ITAP management is based on a systems approach. It is 
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implemented by the project team. And at the same time methods of project analysis are used as a component in 

the project management process. 

Risk management is currently used as the main method of combating deviations and uncertainties in the 

project. A large number of works and developments are devoted to this issue. Among them are works of 

Ukrainian scientists (S.D. Bushuyev, N.S. Bushuyeva, Yu.M. Tesla, S.K. Chernov, К.V. Koshkin, E.A. 

Druzhinin, O.B. Danchenko, Yu.M. Kharitonov, I.B. Semko, D.I. Bedriy, K.P. Kolotyrina, O.Yu. Savina) and 

foreign scientists (Drucker Peter F., J.M. Keynes, G. Simon, Tovba A.S., Tsipes G.L., Shapiro V.D. etc.) 

Risk-oriented IT audit, according to [24] - is an activity carried out in the interests of management, which 

collects audit evidence and assesses the degree of their compliance with the agreed audit criteria in order to form 

an independent expert assessment of the actual level of IT risks and develop recommendations aimed at 

minimizing them. 

According to the analysis of recent publications and research, the degree of study of the problem by domestic 

and foreign scientists can not be considered sufficient, and the problem of forming a holistic ITAP management 

methodology, taking into account its specifics, requires further research. 

2. Main part 

ITAPs have specific risks that synthesize components of organizational risks, IT risks, and risks posed by 

stakeholders. Based on the source [18], it can be argued that a significant part of the deviations and uncertainties 

that lead to an increase in time and cost are directly related to project stakeholders. Each of the stakeholders has 

the opportunity to influence the project in the best way, or hinder its implementation. However, sometimes even 

with positive guidelines and goals, they can create wrong or unnecessary actions at the moment and thus cause 

threats. But, sometimes the opposite happens, when high-risk projects lead to increased opportunities and 

chances of high efficiency and success of the project. Opposites of opportunity-threat complement each other: 

opportunities create threats, and threats create opportunities, and, only in a balanced harmonious ratio can 

achieve the correct and effective result [18] precisely through risk management. 

The essence of the model is that ITAP risk management is comprehensive by minimizing the risks of IT 

audit by applying risk management to key project stakeholders by project management office managers and top 

managers, which ultimately allows to increase the efficiency of the company by reducing the cost of projects, 

time for their implementation, and improving the quality of such projects, and leads to ensuring the fulfillment 

of company's strategic goals. 

Each stakeholder group has its influence on the project implementation, and the impact can be positive 

(chance), negative (threatening) or neutral [25]. The positive impact of stakeholders on the project is useful as 

it helps to implement the project. However, it can also have negative consequences. Negative impact, in general, 

is not useful during project implementation. However, sometimes the opposite can happen. Neutral influence, 

in the general case, does not affect the implementation of the project in any way, however, sometimes it can be 

changed by external factors, and then from neutral to become either positive or negative. It is important for the 

project manager and the project team not to miss the growth of neutral influence into negative, or to make efforts 

to change the neutral position to a positive one. Due to their opposite possibilities and threats, being antipolar, 

they oppose each other and limit each other. When one side is in excess, the other is deficient. When one side 

is weakened, the other is strengthened. To ensure the effective management of project stakeholders, it is 

necessary to balance their risks: increase the opportunities for positive influence of stakeholders and reduce the 

chances of threats, maintaining a stable state of the system, within three categories that correspond to the 

"magic" triangle of project management goals: time, cost, quality, that is possible by combining the techniques 

of opportunity management (chance management) and threats (risk management) [25]. 

ITAP risk management is based on the management of stakeholders in wind energy projects, which is 

described in the source [26], and supplemented by taking into account the positive and negative consequences 

of organizational risks and IT risks inherent in these projects. As a result, it allows in-depth study of ITAP, 

identification of high risks, to further reduce them and make reasonable management decisions, which 

contributes to the achievement of ITAP goals. 

The stages of ITAP risk management are presented in Fig. 1. 



The Fifth International Scientific-practical Conference * Odesa * ONPU * 04-05 * Dec 2020 

 

62 

 
 
Figure 1: ITAP risk management process 

 

Based on the features of ITAP, the specifics of their management, based on proposed conceptual model and 

risk management ITAP and based on the mathematical model of risk management of stakeholders of wind 

energy projects, described in [26], we will develop a mathematical model of ITAP risk management. 

We use the mathematical apparatus, in particular: methods of set theory, systems analysis, risk balances, etc., 

to describe possible states of the ITAP risk interaction system. 

First, the company's IT risks, organizational risks and project stakeholders are identified through the prism 

of threats and opportunities, and three sets are obtained: 

The set of IT risks of the company {ITR}: 

 

ITR={ITR1;… ITRw ;….; ІTRx} 

 

𝑤ℎ𝑒𝑟𝑒  𝑥 − 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝐼𝑇 𝑟𝑖𝑠𝑘𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑐𝑜𝑚𝑝𝑎𝑛𝑦, 𝑤 – 𝐼𝑇 𝑟𝑖𝑠𝑘 𝑛𝑢𝑚𝑏𝑒𝑟, (𝑥 = 1; 𝑤). 

Set of organizational risks of the company {OR}: 

 

OR={OR1;… ORy ;….; ORz} 
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𝑤ℎ𝑒𝑟𝑒  𝑧 − 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑜𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑟𝑖𝑠𝑘𝑠, 𝑦 – 𝑜𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑟𝑖𝑠𝑘 𝑛𝑢𝑚𝑏𝑒𝑟, (у = 1; 𝑧). 

Set of stakeholders of the company {RS}: 

 

RS={RS1;… RSr ;….; RSc} 

 

𝑤ℎ𝑒𝑟𝑒  𝑐 − 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑐𝑜𝑚𝑝𝑎𝑛𝑦 𝑠𝑡𝑎𝑘𝑒ℎ𝑜𝑙𝑑𝑒𝑟𝑠, 𝑟 – 𝑠𝑡𝑎𝑘𝑒ℎ𝑜𝑙𝑑𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟, (𝑟 = 1; 𝑐). 

 

Of the three sets of risks (IT risks of the company {ITR}, organizational risks {OR} and projects stakeholders 

{RS}) we choose the risks inherent in ITAP and we receive set of ITAP risks {RITAP}:  

 

RITAP={𝑅𝐼𝑇} ∩ {𝑅𝑂} ∩ {𝑆} 

 

where 𝑅𝐼𝑇 – set of IT risks, 𝑅𝑂 – set of organizational risks, 𝑆 – set of ITAP stakeholders. 

We will estimate the magnitude of these risks. 

 

Set of ITAP IT risks {𝑅𝐼𝑇}: 
 

𝑅𝐼𝑇 = {𝑅1
𝐼𝑇; … ; 𝑅𝑎

𝐼𝑇; … ; 𝑅𝑏
𝐼𝑇}, 

 

𝑤ℎ𝑒𝑟𝑒  𝑏 − 𝑡ℎ𝑒 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝐼𝑇𝐴𝑃 𝐼𝑇 𝑟𝑖𝑠𝑘𝑠, 𝑎 – 𝐼𝑇 𝑟𝑖𝑠𝑘 𝑛𝑢𝑚𝑏𝑒𝑟, (𝑎 = 1; 𝑏). 

Set of organizational risks {𝑅𝑂}: 
 

𝑅𝑂 = {𝑅1
𝑂; … ; 𝑅𝑒

𝑂; … ; 𝑅𝑓
𝑂}, 

 

𝑤ℎ𝑒𝑟𝑒  𝑓 − 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝑜𝑓 𝑜𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑟𝑖𝑠𝑘𝑠, 𝑒 – 𝑜𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑟𝑖𝑠𝑘 𝑛𝑢𝑚𝑏𝑒𝑟, (𝑒 = 1; 𝑓). 

Set of ITAP stakeholders, 𝑆 (𝑆𝑡𝑎𝑘ℎ𝑜𝑙𝑑𝑒𝑟𝑠): 
 

𝑆 = {𝑆1 ; … ; 𝑆𝑘  ; … ; 𝑆𝑙} , 
 

𝑤ℎ𝑒𝑟𝑒  𝑙 − 𝑡ℎ𝑒 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 𝐼𝑇𝐴𝑃 𝑠𝑡𝑎𝑘𝑒ℎ𝑜𝑙𝑑𝑒𝑟𝑠, 𝑘 – 𝑠𝑡𝑎𝑘𝑒ℎ𝑜𝑙𝑑𝑒𝑟 𝑛𝑢𝑚𝑏𝑒𝑟, (𝑘 = 1; 𝑙). 

Based on the conceptual model of risk balance (opportunities and threats) of stakeholders of wind energy 

projects [25], to ensure effective risk management it is necessary to balance them: increase the opportunities for 

positive impact and reduce the chances of threats. Therefore, it is first necessary to identify opportunities and 

threats for certain sets of ITAP risks. 

The set of ITAP IT risk opportunities is denoted as CIT (Chance): 

 

𝐶𝐼𝑇 = {𝐶𝑎1
𝐼𝑇; … ; 𝐶𝑎𝑔

𝐼𝑇 ; … ; 𝐶𝑎ℎ
𝐼𝑇 }, 

 

 𝑤ℎ𝑒𝑟𝑒 𝐶𝑎𝑔
𝐼𝑇  – possibility of a-th IT risk; h – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of opportunities for IT risks, 

 𝑔 – 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑝𝑜𝑠𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑎 − 𝑡ℎ 𝐼𝑇 𝑟𝑖𝑠𝑘, (𝑔 = 1; ℎ). 

The possibility of the a-th IT risk 𝐶𝑎𝑔
𝐼𝑇   can be written by the formula: 

𝐶𝑎𝑔
𝐼𝑇  = ∑

ℎ

𝑔=1

𝑃𝑎𝑔 ∙ 𝑉𝑎𝑔,                                                                     (1) 

where 𝑃𝑎𝑔 – the probability of a-th opportunity of IT risk; 𝑉𝑎𝑔 – gain from the a-th opportunity, UAH, h – 

𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of IT risk opportunities. 

The set of ITAP IT risk threats is denoted as DIT (Danger): 

 

𝐷𝐼𝑇 = {𝐷𝑎1
𝐼𝑇 ; … ; 𝐷𝑎𝑝

𝐼𝑇 ; … ; 𝐷𝑎𝑞
𝐼𝑇 }, 

 

𝑤ℎ𝑒𝑟𝑒 𝐷𝑎𝑝
𝐼𝑇  –  threat of a-th IT risk, q – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of threats, p – a number of a-th IT risk threat, (𝑝 = 1; 𝑞). 
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Threats of the a-th ITAP IT risk 𝐷𝑎𝑝
𝐼𝑇  are defined by the formula: 

𝐷𝑎𝑝
𝐼𝑇 = ∑

𝑞

𝑝=1

𝑃𝑎𝑝 ∙ 𝑉𝑎𝑝,                                                                    (2) 

where 𝑃𝑎𝑝 – the probability of the p-th threat; 𝑉𝑎𝑝 – losses from the p-th threat, грн., q – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of ITAP 

IT risk threats. 

The set of possibilities of organizational risks is denoted as CO: 

 

𝐶𝑂 = {𝐶𝑒1
𝑂 ; … ; 𝐶𝑒𝑠

𝑂 ; … ; 𝐶𝑒𝑡
𝑂 }, 

 

 𝑤ℎ𝑒𝑟𝑒 𝐶𝑒𝑠
𝑂  – possibility of e-th organizational risk; t – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of opportunities for organizational risk, 

 𝑠 – 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒 − 𝑡ℎ 𝑜𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑟𝑖𝑠𝑘, (𝑠 = 1; 𝑡). 

Possibility of e-th organizational risk 𝐶𝑒𝑠
𝑂   can be written by the formula: 

𝐶𝑒𝑠
𝑂  = ∑

𝑡

𝑠=1

𝑃𝑒𝑠 ∙ 𝑉𝑒𝑠,                                                                     (3) 

where 𝑃𝑒𝑠 – the probability of the s-th opportunity of e-th organizational risk; 𝑉𝑒𝑠 – gain from the s-th 

opportunity, UAH, t – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of opportunities for organizational risk. 

The set of threats of ITAP organizational risk is denoted as  DO: 

 

𝐷𝑂 = {𝐷𝑒1
𝑂 ; … ; 𝐷𝑒𝑢

𝑂 ; … ; 𝐷𝑒𝑣
𝑂 }, 

 

𝑤ℎ𝑒𝑟𝑒 𝐷𝑒𝑢
𝑂 –  threat of e-th organizational risk, v – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of threats, u – threat number of the e-th 

organizational risk, (𝑢 = 1; 𝑣). 

Threats of e-th organizational risk𝐷𝑒𝑢
𝑂  can be defined by the formula: 

 

𝐷𝑒𝑢
𝑂 = ∑

𝑣

𝑢=1

𝑃𝑒𝑢 ∙ 𝑉𝑒𝑢,                                                                                  (4) 

 

where 𝑃𝑒𝑢 – the probability of the u-th threat; 𝑉𝑒𝑢 – losses from the u-th threat, UAH, v – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of 

organizational risk threats. 

The set of opportunities of ITAP stakeholders is denoted as C: 

 

С𝑘 = {С𝑘1; … ; С𝑘𝑖;…; С𝑘𝑛}, 
 

 𝑤ℎ𝑒𝑟𝑒 𝐶𝑘𝑖 – opportunity of the k-th ITAP stakeholder; n – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of opportunities for the stakeholder, 

 𝑖 – 𝑜𝑝𝑝𝑜𝑟𝑡𝑢𝑛𝑖𝑡𝑦 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑘 − 𝑡ℎ 𝑠𝑡𝑎𝑘𝑒ℎ𝑜𝑙𝑑𝑒𝑟, (𝑖 = 1; 𝑛). 

Opportunity of the k-th ITAP stakeholder 𝐶𝑘𝑖 can be written by the formula: 

𝐶𝑘𝑖 = ∑

𝑛

𝑖=1

𝑃𝑘𝑖 ∙ 𝑉𝑘𝑖,                                                                     (5) 

where 𝑃𝑘𝑖 – the probability of the i-th opportunity of an ITAP stakeholder; 𝑉𝑘𝑖 – gain from the i-th 

opportunity, UAH, n – 𝑞𝑢𝑎𝑛𝑡𝑖𝑡𝑦 of opportunities for the stakeholder. 

The set of threats of ITAP stakeholders is denoted as D: 

 

𝐷𝑘 = {𝐷𝑘1; … ; 𝐷𝑘𝑗;…; 𝐷𝑘𝑚}, 

 

𝑤ℎ𝑒𝑟𝑒 𝐷𝑘𝑗 –  threat of the k-th ITAP stakeholder, m – quantity of stakeholder threats, j – threat number of 

the k-th stakeholder, (𝑗 = 1; 𝑚). 

Threats of the k-th ITAP stakeholder 𝐷𝑘𝑗 can be defined by the formula: 
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𝐷𝑘𝑗 = ∑

𝑚

𝑗=1

𝑃𝑘𝑗 ∙ 𝑉𝑘𝑗,                                                                (6) 

where 𝑃𝑘𝑗 –probability of the j-th threat; 𝑉𝑘𝑗 – losses from the j-th threat, UAH, m – quantity of stakeholder 

threats. 

The set of balances of risks (opportunities and threats) is denoted as 𝐵𝑅 (Balance of risk). 

Then, a set of ITAP IT risk balances: 

 

𝐵𝑅𝐼𝑇 = {𝐵𝑅1
𝐼𝑇; … 𝐵𝑅𝑎

𝐼𝑇; … ; 𝐵𝑅𝑏
𝐼𝑇}, 

 

𝑤ℎ𝑒𝑟𝑒 𝐵𝑅𝑎
𝐼𝑇 –  balance of the a-th IT risk, b – quantity of IT risks, а – IT risk number, (𝑎 = 1; 𝑏). 

Based on a conceptual model of risk balance (opportunities and threats) of stakeholders of wind energy 

projects [25] the value of the balance of the a-th IT risk 𝐵𝑅𝑎
𝐼𝑇 can be defined by the formula: 

 

𝐵𝑅𝑎
𝐼𝑇 = ∑

ℎ

𝑔=1

𝐶𝑎𝑔
𝐼𝑇 + ∑

𝑞

𝑝=1

𝐷𝑎𝑝
𝐼𝑇 ,                                                           (7) 

 

Based on formula (1) and formula (2), the value of the balance of the a-th IT risk 𝐵𝑅𝑎
𝐼𝑇 will acquire such a 

form: 

𝐵𝑅𝑎
𝐼𝑇 = ∑

ℎ

𝑔=1

𝑃𝑎𝑔 ∙ 𝑉𝑎𝑔 + ∑

𝑞

𝑝=1

𝑃𝑎𝑝 ∙ 𝑉𝑎𝑝                                                    (8) 

 

Set of balances of organizational risks of the company: 

 

𝐵𝑅𝑂 = {𝐵𝑅1
𝑂; … 𝐵𝑅𝑒

𝑂; … ; 𝐵𝑅𝑓
𝑂}, 

 

𝑤ℎ𝑒𝑟𝑒 𝐵𝑅𝑒
𝑂 –  balance of e-th organizational risk, f – quantity of organizational risks, e – organizational risk 

number, (𝑒 = 1; 𝑓). 

Balance value of e-th organizational risk 𝐵𝑅𝑒
𝑂 can be defined by the formula: 

 

𝐵𝑅𝑒
𝑂 = ∑

𝑡

𝑠=1

𝐶𝑒𝑠
𝑂  + ∑

𝑣

𝑢=1

𝐷𝑒𝑢
𝑂                                                            (9) 

 

Based on formula (3) and formula (4), balance value of e-th organizational risk 𝐵𝑅𝑒
𝑂  will acquire such a 

form: 

 

𝐵𝑅𝑒
𝑂 = ∑

𝑡

𝑠=1

𝑃𝑒𝑠 ∙ 𝑉𝑒𝑠 + ∑

𝑣

𝑢=1

𝑃𝑒𝑢 ∙ 𝑉𝑒𝑢                                                    (10) 

 

The set of risk balances (opportunities and threats) of ITAP stakeholders is denoted as 𝐵𝑅: 

 

𝐵𝑅 = {𝐵𝑅1; … ; 𝐵𝑅𝑘; … ; 𝐵𝑅𝑙}, 
 

𝑤ℎ𝑒𝑟𝑒 𝐵𝑅𝑘  –  risk balance for the k-th ITAP stakeholder, l – quantity of ITAP stakeholders, k – stakeholder 

number, (𝑘 = 1; 𝑙). 

The value of the risk balance 𝐵𝑅𝑘 for the k-th ITAP stakeholder can be written by the formula: 

 

𝐵𝑅𝑘 = ∑

𝑛

𝑖=1

𝐶𝑘𝑖 + ∑

𝑚

𝑗=1

𝐷𝑘𝑗,                                                                 (11) 
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Based on formula (5) and formula (6), value of the risk balance 𝐵𝑅𝑘 for the k-th ITAP stakeholder  will 

acquire such a form: 

 

𝐵𝑅𝑘 = ∑

𝑛

𝑖=1

𝑃𝑘𝑖 ∙ 𝑉𝑘𝑖 + ∑

𝑚

𝑗=1

𝑃𝑘𝑗 ∙ 𝑉𝑘𝑗                                                (12) 

 

Given the possible states of the system of interaction of opportunities and threats at source [25], the value of 

the risk balance (BR) can take value: 

𝐵𝑅𝑘 = {𝐵𝑅 < 0, 𝑖𝑓 𝐶 < 𝐷 𝐵𝑅 = 0, 𝑖𝑓 𝐶 = 𝐷 𝐵𝑅 > 0, 𝑖𝑓 𝐶 > 𝐷   (13) 

where 𝐶 – the total amount of opportunities for the corresponding risk, and 𝐷 – the total amount of threats 

of the corresponding risk. 

According to the conceptual model of risk balance (opportunities and threats) [25] on risk balances, we will 

divide IT risks, organizational risks and all ITAP stakeholders into three groups: 

if 𝐵𝑅 < 0 – threatening, in which high threats and low opportunities; 

if 𝐵𝑅 = 0 – harmonized, in which opportunities and threats are in balance; 

if 𝐵𝑅 > 0 – chances, which have high opportunities and low threats. 

Based on the results obtained, we can determine, respectively, three sets for each type of ITAP risk. 

The set of IT risks, {𝑅𝐼𝑇} , can be defined by the formula: 

 

𝑅𝐼𝑇 = {𝑅𝐼𝑇
𝐷 } ∪ {𝑅𝐼𝑇

𝐺 } ∪ {𝑅𝐼𝑇
𝐶} , 

 

where 𝑅𝐼𝑇
𝐷  – set of threatening IT risks; 𝑅𝐼𝑇

𝐺 – set of harmonized IT risks; 𝑅𝐼𝑇
𝐶 – set of chance IT risks. 

The set of organizational risks, {𝑅𝑂} , can be defined by the formula: 

 

𝑅𝑂 = {𝑅𝑂
𝐷 } ∪ {𝑅𝑂

𝐺 } ∪ {𝑅𝑂
𝐶} , 

 

where 𝑅𝑂
𝐷  – set of threatening organizational risks; 𝑅𝑂

𝐺 – set of harmonized organizational risks; 𝑅𝑂
𝐶 – set 

of chance organizational risks. 

The set of ITAP stakeholders, 𝑆 , can be defined by the formula: 

 

𝑆 = {𝑆𝐷 } ∪ {𝑆𝐺 } ∪ {𝑆𝐶} , 
 

where 𝑆𝐷  – set of threatening ITAP stakeholders; 𝑆𝐺 – set of harmonized ITAP stakeholders; 𝑆𝐶  – set of 

chance ITAP stakeholders. 

 

Then, the total set of high (threatening) ITAP risks {𝑅𝐼𝑇𝐴𝑃
ℎ𝑖𝑔ℎ

} will look like this: 

 

𝑅𝐼𝑇𝐴𝑃
ℎ𝑖𝑔ℎ

= {𝑅𝐷
𝐼𝑇} ∪ {𝑅𝐷

𝑂} ∪ {𝑆𝐷} 

 

where {𝑅𝐷
𝐼𝑇} – set of threatening IT risks; {𝑅𝐷

𝑂} – set of threatening organizational risks, {𝑆𝐷} – set of 

threatening ITAP stakeholders. 

For each threatening set, we can conduct additional assessments of opportunities and threats within the set 

or for each stakeholder individually, which allows to investigate in depth indicators of components of risk 

(opportunities and threats) and expands limits of the accepted administrative decisions. 

Chance risks need to be kept and encouraged, harmonized risks can be used to increase the component 

capacity, and threatening risks need to be reduced to an acceptable level. 

3. Conclusions 

In the process of managing IT audit projects, management faces the question of the feasibility and 

effectiveness of their implementation, to solve which requires adapted to the IT sphere models, methods and 

mechanisms and clear algorithms for their use. The article identifies the stages of ITAP risk management, the 
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mathematical model of such management is described which allows to estimate their possibilities and threats, 

to define sizes of balances of risks, to carry out a rating assessment of risks of ITAP and stakeholders on these 

balances and to form sets of threatening, harmonized and chance risks, and identify the set of high ITAP risks. 

Further research should focus on the impact of risk balances on the effectiveness of ITAP management within 

three categories that correspond to the "magic" triangle of project management goals: time, cost, quality. 
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Abstract  
The paper presents a conceptual model of information risk management of the project of information 

management system implementation and a formalized mathematical model based on determining the 

impact of information risks on the state institution, project and environment. The application of these 

models will allow the project manager and a team to increase the effectiveness of information risk 

management of the company, project and environment.  

 

Keywords  10 
Project, IT, MIS projects, model, information risks, state institution 

1. Introduction 

Information society determines the transformation of education system. In recent years, rapid, effective and 

global communication of knowledge has created a new basis for cooperation and teamwork at both national and 

international levels. The growing role of information technology (IT) in the development of society requires an 

active response to the challenges of the information society. Already there are new requirements for the basic 

qualifications of specialists, as well as their knowledge of introduction consequences of information technology 

[1, 2]. 

The combination of education and technology is considered a key element of human progress. Education 

transfers technology, which in turn is the basis of education. Therefore, it is obvious that information technology 

has changed the methods, goals and potential of education [3]. 

The project management methodology has shown its effectiveness in all areas of human activity, including 

information technology [4]. 

In [5] the authors proposed the model of levels for local community competencies in energy efficiency 

projects. The model consists of three levels – "initial", "in development", "developed". Each level of the model 

is characterized. The method of assessing the competence level of the local community in energy efficiency 

projects, as well as the method of developing the competence of the local community in energy efficiency 

projects is proposed. Perspectives of further research in the chosen direction are outlined. 

The authors in [6] proposed information technology for managing stakeholders of art projects based on a 

value-oriented approach. The sequence of stages of collection, preparation, processing (analysis) and storage of 

information about the value profile of art projects is presented, in order to make decisions on ensuring effective 

management of such projects. Effectiveness, with this approach, will be expressed in the degree of stakeholders’ 

satisfaction, namely, in the degree of obtaining the expected value. 

In [7] the authors are devoted to the necessity of application, as to the current requirements, acute for power 

engineering of information technologies. Development and implementation of IT projects at the enterprises of 
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energy industry create opportunities to optimize the information movement at all stages of technological process, 

which in turn leads to improved efficiency of all levels of management. 

Taking into account the above scientific works, it can be concluded that the introduction of information 

technology in project management can increase their efficiency and quality and timeliness of their 

implementation. Therefore, it is proposed to develop models of information risk management projects for the 

implementation of management information systems of State institutions. 

2. Main part 

Information risks may arise in the process of implementation of management information systems (MIS) 

projects and in the organization as a whole. The author proposes a new approach to information risk 

management, which is proposed to be described using a conceptual model that should provide guidance on 

where to seek a deeper understanding of the different perspectives on risk management in the project and the 

organization as a whole. 

Information risk management provides procedures and policies, as well as technologies that the organization 

must use to improve the security of its information [8, 9]. Without a proper risk management procedure, 

technological vulnerabilities are usually high, and this can negatively affect the availability, integrity and 

confidentiality of data. Factors that can be sources of risk in the company include unclear roles and 

responsibilities, weak data protection system and employee confusion. 

Although there are different forms of models that help in risk reduction processes, it is necessary to determine 

the most appropriate model for a particular project. The purpose of the review of different models is to suggest 

different model formats and to identify those of interest to both researchers and practitioners in the field of 

information technology. The role of the conceptual model should be to develop an appropriate strategy for 

information risk management. 

The concept proposed by the author provides a better approach to managing information risks associated 

with the implementation of MIS projects. At the same time, the organization may have different approaches to 

risk management; this conceptual model involves the identification and analysis of possible risks as a first step. 

At this stage, it is planned to identify any possible risks of the organization and analyze them to determine the 

level of severity in terms of impact on the project and the organization as a whole. First of all, it is necessary to 

deal with the risks that have the greatest impact and allocate more resources to deal with them. 

Because an organization has information risk of the project and risk of the company, this conceptual model 

assumes that organization should give priority to the information risk of the project. The rationale for this is that 

a project, being a smaller unit within a company or organization, is more vulnerable and is likely to be 

suppressed by any form of risk. Therefore, the conceptual model assumes the need to address the risks associated 

with the project first, before addressing the risks associated with the company. 

In the process of risk analysis there is a need to identify risks that affect the project either by the company or 

by the environment. Some of the company's information risks include poor IT structure, artificial intelligence 

risks, unavailability of services, data loss, and inaccurate decision automation. After that, it is also necessary to 

identify some common risks. The concept also shows the impact of the environment on a project's success. The 

environment in which the organization is located affects the implementation of projects. Everything in the 

company's environment can affect the project in two ways, the first of which is the impact of the environment 

on the company, and then it is transformed into information risk of the project [10]. In second case, impact of 

environment directly affects information risks of project. If the environment is compromised, information risks 

of the project are also compromised. In the process of information risk analysis there is a need to address the 

identified risks based on their impact and probability. The identified risks must then be classified as high, 

medium or low depending on their potential impact. Once this is done, project risk minimization strategies need 

to be considered (Fig. 1). 

In some cases, information risk of the project can be equated to information risk of the company. This means 

that information risks of the project do not affect a particular segment of the company, but the whole. Once the 

number of such risks has been calculated, it is also necessary to assess whether there are other risks. Risks can 

be of different types: some are directly related to the company and others are not. 
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Figure 1: Concept of general information risk management 

 

As shown by the conceptual model in Fig. 2. [11], the MIS implementation project has a direct link to the 

main database and is therefore more vulnerable than a State institution. Although the impact on the project is 

the impact on the State institution, it is easier to deal with the information risks associated with the project than 

with those risks that are directly related to the company. As shown by the arrows, everything that happens with 

the MIS implementation project is shifted to the whole company. For example, if there is a risk that delays the 

implementation of the MIS project, these effects will be felt even at the company level. This reflects the kind of 

relationship that exists between the company and the project. They are intertwined in such a way that when one 

of them is affected, the effect is felt by both. 

 

 

– Information Risks of the Institution 
– Information Risks of the Project 
– Information Risks of the Environment 

Figure 2: Conceptual model of information risk management of STATE institutions 
 

A detailed analysis is needed here, as there may be some risks that seem insignificant, but if they are not 

eliminated, they may adversely affect the project. These risks should be assessed based on whether they are 

directly related to the project or to the company. If they are directly related to the project, they should be resolved 

as soon as possible to ensure the continued project work [12]. If they are directly related to the company, they 

also need to be resolved before they affect the information risk of the project and the company as a whole. 

If no other risks are identified, a detailed analysis should be performed to ensure that any possible high risks 

are minimized. As the project progresses, a review should be conducted to ensure that even unforeseen risks are 

minimized to the highest possible level. As shown in the conceptual model in Fig. 2., the project of management 
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information system implementation uses the main database and is exposed to risks from different sides. Since 

the information risk of the project affects both the company and the environment, it is likely that they will 

receive risks from these environments. 

If the risks are not reduced during the implementation of the project, the project may not give the required 

results. Risk management covers several key processes that should be considered to ensure the success of project 

risk management [13]. One of the processes is to establish the criteria by which the evaluation is conducted. 

This process should identify existing vulnerabilities and threats based on their forecasted impact on the project. 

Once the risks and their magnitude have been identified, it is necessary to select the most appropriate measures 

to reduce them to a sustainable level or eliminate them completely. Thus, the project can work continuously. 

There is also a process of follow-up assessments to determine whether there is a remaining risk and ways to 

address the residual risk. Residual risk may depart from the environment, the company or the project itself [14]. 

During the implementation of the project, the project itself may form some risks that need to be resolved, because 

if they are not resolved in time, they can affect the overall success of the project. 

During the implementation of the MIS implementation project, different databases are used, as shown in Fig. 

2. There is a project database and other databases that perform smaller tasks. It is important to note that each of 

these databases is equally important and needs to be properly developed. The risk propensity of one database 

may eventually affect others, especially in cases where the databases are interconnected [15]. For example, risks 

such as susceptibility to malware in one database may lead to vulnerabilities in others. The conceptual model 

shows the project database and databases 1, 2 and N. 

The project database has a direct impact on the MIS and information risks of the project. As this is a project 

database that directly affects the project successor, it should be protected from any forms of risk. Databases 1, 

2 and N are also important and related to the company's information risk. Therefore, it is also necessary to ensure 

that any form of risk that may affect such a database is properly addressed. 

Based on the conceptual model of information risk management, can be formalized the mathematical model 

of risk management in various organizational projects, the implementation of mis has several negative impacts 

that have simultaneous consequences for different management operations [16, 17, 18]. In the process of 

implementing MIS in projects, there is a general identification of various risks that may affect how these projects 

are managed by several employees who will try to conduct successful research on critical issues. This can force 

the implemented strategies to work on the planned projects regardless of all types of risks that may affect the 

work of management as a whole [19]. 

Considering that the most important components of state institution’s failure in the implementation of 

management information systems are the emergence and likely negative impact of information risks, including 

information risks of the company, information risks of the project and information risks of the environment, 

which can be calculated as follows. 

Each information risk of the company is calculated by the formula (1): 

, (1) 

where IRCi – information risks of the company; 
Pi – the probability of information risks of the company, 0 ÷ 1; 

Vi – loss of company information, кБ; 

i – company information risk number, 1 ÷ n; 

n – quantity of information risks of the company. 

In addition, the target function for each information risk of the company (2): 

. (2) 

For each information risk of the project, the implementation of management information systems will be 

calculated according to the formula (3): 

, (3) 

where IRPj – information risks of the project; 
Pj – the probability of information risks of the project, 0 ÷ 1; 

Vj – loss of project information, кБ; 

j – project information risk number, 1 ÷ m; 

m – quantity of information risks of the project. 

In addition, the target function for each information risk of the project is the implementation of management 

information systems (4): 
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. (4) 

Each information risk of the environment is calculated by the formula (5): 

, (5) 

where IREg – information risks of the environment; 
Pg – the probability of information risks of the environment, 0 ÷ 1; 

Vg – loss of environmental information, кБ; 

g – number of information risk of the company's environment, 1 ÷ k; 

k – quantity of information risks of the environment. 

In addition, the target function for each information risk of the environment (6): 

. (6) 

According to the mathematical model proposed by the author in [64], as well as according to the concept of 

general information risk management (Fig. 1), it is possible to formalize the general information risk (IR) 

obtained at the intersection of three sets of information risks, in particular the State institution, the MIS 

implementation project, and the environment, which can be represented as follows (7) - (10): 

, (7) 

where IRC – the set of information risks of the company (8): 

, (8) 

IRP – the set of information risks of the project (9): 

, 
(9) 

IRE – the set of information risks of the environment (10): 

. 
(10) 

Therefore, the set of common information risks can be represented as (11): 

. (11) 

Moreover, each general information risk can be calculated by the formula (12): 

, (12) 

where IRx – general information risk; 
Px – the probability of general information risks, 0 ÷ 1; 

Vx – loss of information, кБ; 

x – number of general information risk, 1 ÷ z; 

z – quantity of general information risks. 

In addition, the target function for each overall information risk has the following limitations (13): 

. (13) 

Thus, the author describes a mathematical model for managing information risks that may arise and have an 

impact on the activities of State institutions that provides projects for the implementation of management 

information systems 

3. Conclusions 

Based on the study, the authors proposed a conceptual model of information risk management projects for 

the implementation of information management systems of State institutions, which is based on the need to 

identify, assess and manage information risks that arise in the environment, the company and the project in 

particular. In addition, this study presents a mathematical model of information risk management for the project 

of management information systems implementation, which allows to calculate the general information risk by 

determining the impact of information risks of the company, project and environment. The implementation of 

these models will increase the effectiveness of information risk management to ensure the successful operation 

of the State institution.  
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