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Abstract. The aim of the study was to determine the optimal type of virtual switch to ensure maximum efficiency
of computer networks of various configurations, taking into account their technical characteristics, capabilities,
and level of integration. A comparative analysis of the performance and functionality of virtual switches was
conducted. The main results showed that the Cisco Nexus 1000V provides excellent performance and low latency
(0.5-2 milliseconds), making it ideal for environments where network speed and responsiveness are critical. Open
vSwitch is highly scalable and memory efficient, with up to 9 gigabits per second of bandwidth and moderate
Central Processing Unit usage, making it suitable for scalable virtualised environments. VMware vSwitch, with a
bandwidth of 6-8 gigabits per second, has good integration into the VMware environment and easy configuration.
Moreover, Virtual Packet Processing was found to provide the best throughput, reaching values between 20 and
50 gigabits per second, and also exhibits low latency in the range of 0.3-0.5 milliseconds, making it the optimal
choice for environments with high bandwidth requirements. At the same time, the Bridge Virtual Switch has the
lowest Central Processing Unit load (5-10%), which allows maintaining performance even with limited hardware
resources. The other switches, namely Hyper-V Virtual Switch, Juniper Contrail Virtual Router, CloudStack Virtual
Router, and Huawei CloudEngine vSwitch, demonstrated good performance and can be useful for environments
with lower bandwidth and scalability requirements. The results showed that the choice of a virtual switch depends
on specific requirements, as each switch has its own advantages and limitations that determine its optimality for
different network configurations

Keywords: bandwidth; component scalability; system integration and performance; data processing; latency
reduction

INTRODUCTION

With the rapid development of information technology,
virtualisation is becoming an integral part of computer
networks. One of the key elements of virtualisation is
virtual switches, which provide data transfer between
virtual machines and the physical network. Thanks to
their ability to optimise the use of hardware resources
and support high scalability, virtual switches play an
important role in building Software-Defined Network-
ing (SDN) and cloud environments. At the same time,
the constant growth of data transmitted, the need to

minimise latency and optimise resource utilisation cre-
ate the need for systematic analysis of their performance.

Despite the significant attention paid to network
virtualisation, the issues of choosing the optimal virtu-
al switch for different configurations remain poorly un-
derstood. There is a wide range of solutions available,
but the lack of clear guidelines for their use in specific
environments makes it difficult for network engineers
and architects to make decisions. The problem lies in
the need to take into account many parameters such as
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throughput, latency, CPU (Central Processing Unit) and
memory usage, and scalability. Existing research often
focuses on specific aspects of switches, leaving gaps in
understanding their overall performance.

R. Olifirenko (2021) emphasised that virtualis-
ation of network resources remains the “missing link”
in cloud computing, despite the automation of oth-
er components. The researcher pointed out that hy-
pervisors increase the flexibility of SDN networks,
although this is often accompanied by a decrease in
performance, which requires improved methods of in-
tegration with SDN controllers. The results of V. Dumi-
trak (2020) demonstrated methods for implementing
Network Function Virtualisation (NFV) in modern in-
frastructures, focusing on the use of Information-Cen-
tric Networking and SDN. This has made it possible to
increase the efficiency of using network resources and
introducing new services, improving the adaptability
of networks to changing loads.

In turn, G. Bueno et al. (2022) showed how integrat-
ing NFV with SDN can improve the efficiency of net-
work infrastructure. They pointed out that the use of
a common SDN controller to manage NFV allows for
optimising resource allocation and improving scalabil-
ity by reducing data transmission delays. Researchers
K. Wang et al. (2024) proposed an automated tool for
diagnosing and localising errors in virtual private cloud
networks. The tool uses a modular network model to
accurately reflect the functions of real-world compo-
nents of such networks and can analyse large networks
with tens of thousands of components, making it effec-
tive for detecting errors in complex configurations.

Moreover, Y. Wang et al. (2022) pointed out the
problem of dynamic resource allocation and pack-
et scheduling for virtual switches in vehicle Internet
networks. They demonstrated a mathematical model
of this problem and optimisation algorithms that sig-
nificantly improve the efficiency of resource allocation
and data transmission in complex environments with
high dynamicity of cognitive services. The results of the
study by K. Yalda et al. (2024) compared centralised and
distributed SDN architectures for Internet of Things
(loT) networks. The results showed that distributed ar-
chitectures provide better fault tolerance and reduced
use of the controller’s CPU.

On the other hand, M.C. Lucas-Estan et al. (2024)
investigated the impact of different 5G network ar-
chitectures and configurations on telemanipulated
driving. The results showed that Mobile Edge Com-
puting networks are the best due to high bandwidth
requirements compared to centralised networks, and
control channel settings can help reduce the impact
of video processing time on the scalability of the ser-
vice. Authors Y.Yang et al. (2021) proposed models for
the effective implementation of virtual data centres,
taking into account the possibility of placing virtual
switches on physical switches. At the same time, re-
searchers F. Ahmmed et al. (2024) showed that the
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use of virtual Multiple Input Multiple Output tech-
nologies for routing in wireless sensor networks sig-
nificantly improves energy efficiency compared to
traditional methods, in particular Single Input Single
Output. This allows optimising network paths and re-
ducing energy costs for data transmission, which can
help improve the performance of networks with high
energy saving requirements.

The purpose of the study was to identify the most
effective virtual switches for optimising the operation
of computer networks of various configurations, which
was not fully covered by previous research. The tasks
included conducting a comparative analysis of virtual
switches and studying the effectiveness of their inte-
gration into existing network infrastructures with dif-
ferent configurations.

MATERIALS AND METHODS

To achieve the research goal, a detailed review and
comparative analysis of the most common virtual
switches, including Open vSwitch (OVS), Cisco Nex-
us 1000V (CNV), and VMware vSwitch (VMS), was car-
ried out. It was found out how these switches affect
the efficiency of computer networks of various config-
ura tions, evaluating their performance, functionality
and architectural features. A review of various tools
for OVS environments, namely OpenFlow, Virtual Lo-
cal Area Network (VLAN), Generic Routing Encapsula-
tion (GRE), and Virtual Extensible Local Area Network
(VXLAN), is conducted (Rashelbach et al., 2022). For a
CNV switch, these are VLAN, Private VLAN, and VXLAN,
and for a VMS, VLAN and Network Interface Card (NIC)
(Mehta, 2015). The review of the architectures of these
switches included an analysis of their structural com-
ponents and mechanisms that ensure their effective
operation in different network configurations.

Additionally, architecture diagrams of the listed
virtual switches were developed. The OVS switch dia-
gram included various components, including the SDN
controller, OVS User-Space Components, which includ-
ed the Command Line Interface and Application Pro-
gramming Interface (API), and the OVS Kernel Module
(Pfaff et al., 2015). The CNV switch circuit was based on
the Virtual Supervisor Module (VSM) and Virtual Ether-
net Module (VEM). It included such components as Ac-
cess Control List, Quality of Service (QoS), and Applica-
tion Centric Infrastructure. As for the VMS architecture
diagram, it focused on the NIC component. The compar-
ative analysis of the performance and functionality of
OVS, CNV and VMS switches included such parameters
as throughput (Gbps), average latency (ms), CPU usage,
Random Access Memory and scalability. In addition, the
advantages and disadvantages of using each of these
virtual switches were outlined.

Other, less popular virtual switches such as Hyper-V
Virtual Switch (HVVS), Juniper Contrail Virtual Rout-
er (JCVR), Vector Packet Processing (VPP), CloudStack
Virtual Router (CSVR), OpenContrail vRouter (OCR),
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Big Virtual Switch (BVS), and Huawei CloudEngine
vSwitch (HCES) were analysed. The platforms for us-
ing these switches were specified, namely Hyper-V
and Azure for the HVVS switch (Detecting bottlenecks
in..., 2022), Juniper Contrail for JCVR (Contrail Network-
ing and..., 2023), Apache CloudStack for CSVR (Con-
figuring AutoScale with..., n.d.), OpenContrail for
OCR (OpenContrail vRouter, 2024), and cloud plat-
forms for HCES (CloudEngine 1800V virtual..., 2018).
Moreover, companies and projects such as the Fast
Data Project for VPP (Vector Packet Processing, n.d.)
and Big Switch Networks for BVS (Poller, 2017) were
reviewed. These switches were compared by such pa-
rameters as throughput (Gbps), latency (ms), CPU utili-
sation (%), memory (MB), and scalability. Based on the
comparison of all the virtual switches analysed in this
study, namely OVS, CNV, VMS, HVVS, JCVR, VPP, CSVR,
OCR, BVS, HCES, recommendations were formulated
to select the most suitable solutions for optimising
the operation of virtual networks depending on the
specifics of the tasks and performance requirements.

RESULTS

Virtualised switches are key components of modern
SDNs that provide efficient traffic management, scal-
ability, security, and performance. OVS, for example, is
one of the most popular software-defined switches de-
signed to meet the requirements of virtualised environ-
ments and SDN. Its functionality, modular architecture,
and cross-platform compatibility make it widely used
in modern data centres. The OVS supports a wide range

of network protocols, making it a flexible and versa
tile solution for a variety of environments, including:

e OpenFlow is an SDN management protocol that
allows dynamically changing traffic routing and pro-
vides centralised network management;

* VLAN - provides isolation of network segments
within the physical infrastructure;

¢ GRE and VXLAN are tunnelling protocols that en-
able the creation of scalable networks on top of exist-
ing physical networks;

e integration with virtualisation platforms, as OVS
is compatible with Elastic Sky X Integrated Virtual Ma-
chine (VMware ESXi), Kernel-based Virtual Machine and
other platforms, allowing to effectively manage traffic
between virtual machines.

The OVS architecture demonstrates the interaction
between the operating system kernel, user space, SDN
controller, and virtual machines (Fig. 1). This architec-
ture has a modular structure consisting of several main
components:

¢ OVS Kernel Module is a component that works
at the operating system kernel level, is responsible for
fast network traffic processing and provides low latency
and high performance;

e the OVS User-Space Daemon is a component that
performs management, configuration, and monitoring
functions, as well as provides an API for interacting
with SDN controllers such as OpenDaylight or Ryu;

¢ SDN controller - a component that allows cen-
trally managing network flows using the OpenFlow
protocol.

| SDN controller (OpenFlow API for centralised management of network flows) |

’ OVS user-space components ‘

| OVS-vSwitch (control)

Command Line Interface/API (configuration) |

’ OVS Kernel Module ‘

| Switching traffic

Working with protocols |

Virtual machines (VM)

| wM1

VM2

E

Virtual network interfaces

| Physical network infrastructure (e.g. Ethernet, fibre optics) |

Figure 1. Diagram of the OVS architecture

Source: created by the author

QOVS is widely used in a variety of areas, including
data centres, cloud and container environments, SDN,
and telecommunications. In data centres, OVS is used
to communicate between virtual machines on the same
server or between servers, as well as to build tunnel
networks using VXLAN or GRE. This allows efficiently
scaling one’s network infrastructure and providing traf-
fic isolation across VLANSs. In cloud environments, OVS

helps to create logical networks on top of the physical
infrastructure. For example, in OpenStack, it acts as the
main network element, providing convenient manage-
ment through the Neutron module.

In container platforms such as Kubernetes, OVS
orchestrates networks for containers, providing con-
nectivity between them and integrating with the Con-
tainer Networking Interface for scalable management.
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Moreover, in SDN environments, OVS integrates with
controllers such as OpenDaylight for centralised traf-
fic management. This allows for the implementation
of complex routing policies, adapting to changes in
the network. In telecommunications, OVS is used to
build NFV and organise high-speed services in loT or
5G networks.

In turn, the CNV virtual switch is an important el-
ement of modern SDN, providing high performance,
flexibility, and security in virtualised environments. It
is an enterprise solution specifically designed to in-
tegrate virtual networks with physical infrastructure,
making it a popular choice in large data centres. CNV
supports a number of functionalities that ensure its
adaptability to the needs of modern virtualised envi-
ronments, including:

* VLAN - network segmentation to increase securi-
ty and isolate traffic between virtual machines;
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e Private VLAN is an additional layer of isolation for
traffic between separate organisational units;

¢ VXLAN is a protocol for building scalable virtual
networks on top of physical infrastructure;

e Standardised port settings that are automatically
applied to virtual interfaces, which simplifies network
management.

The CNV architecture is based on two main com-
ponents: VSM and VEM (Fig. 2). The VSM is the central
management unit that acts as the controller for all
switches in the network. It provides centralised man-
agement, configuration, monitoring, and provides APIs
for integration with virtualisation management plat-
forms such as VMware vCenter. For its part, the VEM
is located on each server running virtual machines. It
directly handles traffic between virtual machines on
the server and transmits it to the physical network or
other hosts.

Centralised management of VSM L

Port management | Traffic monitoring

Security policies (Private VLAN,
Access Control List)

Integration with
VMware vCentre

A

— Centralised VEM management

Handling traffic between VMs

VLAN/VXLAN support

Routing (Layer 3)

QoS

Traffic encryption

Access control v

Virtual machines

Interaction with SDN

controllers (e.g. Application

VM 1 | VM 2 VM 3 Centric Infrastructure)
v
Network services N Physical network
Inspection of packages | Load balancing Firewall infrastructure

Figure 2. Diagram of the CNV architecture

Source: created by the author

CNV is widely used in data centres, cloud environ-
ments and enterprise networks. In data centres, it in-
tegrates virtual networks with the physical infrastruc-
ture, allowing operators to centrally manage traffic
between virtual machines and configure security and
segmentation policies using VLANs and Private VLANSs.
For example, in multi-zone data centres, CNV is used
to clearly distinguish zones by access level and isolate
critical resources.

In cloud environments, this virtual switch is often
used to build virtual networks that scale with VXLAN,
allowing logical networks to be created on top of phys-
ical infrastructure. In enterprise networks, the CNV
provides standardised configuration through stand-
ardised port settings, simplifying the deployment of
new services and minimising human error. In addition,
CNV supports integration with management platforms
such as VMware vCenter and SCVMM (Microsoft System
Center Virtual Machine Manager), which allows auto-
mating network management processes. This makes it
indispensable in large corporate environments where it
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is necessary to dynamically scale resources and ensure
stable network operation.

On the other hand, the VMS virtual switch is a
key element of VMware’s virtualisation network infra-
structure that allows virtual machines on the same
ESXi server to exchange traffic with each other or with
a physical network. Thanks to its ease of integration,
scalability, and high performance, vSwitch has become
the standard in enterprise and data centre environ-
ments. VMS supports the following functionalities:

¢ VLAN, which provides logical network segmenta-
tion, increasing security and isolating traffic between
virtual machines;

¢ NIC Teaming, which combines multiple physical
network adapters to increase bandwidth and provide
fault tolerance;

e traffic shaping, which allows the administrator to
restrict incoming or outgoing traffic for load balancing;

e security policies that control access to network
resources through features such as Promiscuous Mode,
MAC Address Changes, and Forged Transmissions.
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A VMS functions as the virtual equivalent of a
physical switch (Fig. 3). Its structure includes virtual
ports that are used to connect virtual network inter-
faces of virtual machines to the virtual switch. It also

contains port groups with defined configuration pa-
rameters, such as VLAN IDs or security policies, and
physical network adapters that connect the vSwitch to
the physical network.

Virtual machines
VM 1 VM 2 | VM 3
A,
VMS
VLAN | NIC Teaming | Security
¥ v

Physical NIC 1
[

| | Physical NIC 2
|

’ Physical network infrastructure ‘

Figure 3. VMS architecture diagram

Source: created by the author

Overall, VMS is the basic solution for network virtu-
alisation in large data centres.Its VLAN and NIC Teaming
features provide the flexibility to build segmented and
fault-tolerant networks. In cloud environments, such as
VMware Cloud Foundation, vSwitch is used to aggre-
gate virtual machines into logical networks. This allows
quickly configuring and scaling resources as needed. On
the other hand, a VMS is suitable for creating isolated
networks needed for software or configuration testing.
In SDN, the VMS is the component that routes traffic
between virtual machines and hosts, integrating with
solutions such as Network Security eXtension to imple-
ment complex security and routing policies.

In addition to the virtual switches already men-
tioned, it is worth paying attention to HVVS, JCVR,
VPP, CSVR, OCR, BVS, and HCES. For example, HVVS is
a virtual switch from Microsoft that is integrated into
the Hyper-V platform. It provides VLAN support, traf-
fic isolation, QoS, and security features such as Address
Resolution Protocol and Dynamic Host Configuration
Protocol protection. It is suitable for building enterprise
networks and integrating with the Azure platform.JCVR
is a software-based router and switch that is part of the
Juniper Contrail platform. It provides routing function-
ality, network isolation, and traffic management in SDN
and cloud environments. It supports integration with
OpenStack. VPP is a high-performance software switch
and router developed by the Fast Data Project. It is fo-
cused on low latency and high throughput. It is widely
used in NFV and SDN.CSVR is a solution integrated into
the Apache CloudStack platform that provides routing,
Network Address Translation, Virtual Private Network,
and firewall functions for cloud environments. It is ef-
fective for creating isolated networks in multi-tenant
environments. OCR is a component of the OpenContrail
platform that provides virtual switch and router func-
tions. It supports VXLAN tunnelling and Multiprotocol
Label Switching, providing scalability and flexibility in
building SDN. BVS is an SDN solution from Big Switch
Networks that provides centralised traffic management

and scalability. It is used to build private and hybrid
clouds with VLAN and VXLAN support. HCES is a virtual
switch that provides high performance, integration with
cloud management platforms, and support for SDN
controllers. It is designed for enterprise environments
and large data centres.

In summary, OVS improves the efficiency of net-
works in various configurations with its modular ar-
chitecture and support for a wide range of protocols
such as VLAN, GRE, and VXLAN, enabling scalable and
optimised networks in cloud, container, and on-prem-
ises environments. Its integration with SDN controllers
provides centralised management in large distributed
networks, while in small environments it makes effi-
cient use of resources. CNV delivers high performance
in networks of varying complexity through clear seg-
mentation and centralised management, which is im-
portant for large data centres and cloud environments.
Its support for VXLAN allows networks to scale over
physical infrastructure, and its standardised port set-
tings simplify management in enterprise networks,
providing adaptability to changing loads. As for VMS,
it integrates seamlessly with VMware vSphere to auto-
mate traffic management and simplify virtual machine
deployment in virtualisation environments, optimis-
ing network performance in enterprise configurations.
Other switches, such as HVVS, JCVR, VPP, CSVR, OCR,
BVS, and HCES, also offer specific solutions for dif-
ferent needs, from SDN and NFV scalability to securi-
ty and traffic isolation in multi-tenant environments.
This demonstrates the wide range of functionality that
virtual switches offer to improve the efficiency of net-
works in various configurations.

To improve the efficiency of networks of various
configurations, it is important to evaluate the perfor-
mance and functionality of virtual switches. To deter-
mine the optimal solutions for different network envi-
ronments, a comparative analysis of the most popular
virtual switches should be conducted: OVS, CNV, and
VMS (Table 1).
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Table 1. Comparison of OVS, CNV and VMS

Parameter ovs CNV VMS
Bandwidth (Gbps) Upto9 Up to 10 6-8
Average latency (ms) 1-3 0.5-2 2-5
CPU usage Moderate Low Moderate
Using Random Access Memory Effective High Moderate
Scalability High High Medium

Source: created by the author based on R. Mehta (2015), A. Rashelbach et al. (2022)

Consequently, OVS has high scalability and memory
efficiency, making it a flexible solution for SDN environ-
ments. CNV demonstrates the best performance with
low latency and efficient CPU usage, but requires signif-
icant memory resources. And VMS integrates well into
the VMware ecosystem and is suitable for virtualised
environments, but is limited in scalability and slightly
inferior in performance. In addition, it is worth consid-
ering the advantages and limitations of each switch.

OVS has a number of advantages that make it a
popular choice for modern virtualised environments.
High performance is achieved through optimisation at
the operating system kernel level, which allows for ef-
ficient network traffic processing even in complex and
busy environments. Configuration flexibility is provided
by support for multiple network protocols and compat-
ibility with SDN controllers, which allows OVS to adapt
to the needs of different users. Scalability is achieved
through support for tunnelling, such as VXLAN and
GRE, which allows for the integration of virtual and
physical networks. In addition, the OVS architecture is
optimised for efficient resource utilisation, making it
suitable for environments with limited hardware. At the
same time, this switch also has disadvantages, such as
complexity of configuration, which requires high skills,
and increased CPU requirements when working with
numerous virtual machines or tunnels.

CNV also offers significant benefits, including
deep integration with corporate networks, allowing
it to be easily integrated with existing infrastructure.
CNV’s security is backed by support for Private VLANs
and flexible access policies, which ensures reliable
data protection. VXLAN technology allows creating
scalable virtual networks on top of physical infra-
structure, and centralised management through VSM
makes it easy to administer. However, the disadvan-
tages of this solution are its high cost, the need for
in-depth knowledge of networking technologies for
configuration, and limited compatibility with non-VM-
ware platforms.

The VMS stands out for its seamless integration
with the VMware ecosystem, including ESXi, vCenter
and Network Security eXtension, for easy management.
An intuitive interface and standard templates simplify
configuration, while support for security and redun-
dancy policies increases network reliability. VMS flex-
ibility is provided through the use of VLAN and NIC
Teaming, which allows for segmentation and load bal-
ancing. The main disadvantages are limited analytics
and integration with SDN solutions, high dependence
on VMware infrastructure, and the need for additional
licences to use advanced features such as VMware Dis-
tributed Switch. It is also important to compare other
virtual switches (Table 2).

Table 2. Comparison of HVVS, JCVR, VPP, CSVR, OCR, BVS and HCES

Parameter HVVS JCVR VPP CSVR OCR BVS HCES
Bandwidth (Gbps) 5-15 10-30 20-50 5-20 10-25 15-50 20-40
Delay (ms) ~0.8 ~0.5 ~0.3 ~0.9 ~0.4 ~0.2 ~0.3
CPU load (%) 10-20 15-25 5-10 10-30 10-20 5-15 5-20
Memory (MB) 30-50 40-70 25-60 30-80 35-70 25-50 30-60
Scalability Medium High Very high Medium High Very high High

Source: created by the author based on Configuring AutoScale with using CloudStack virtual router (n.d.), Detecting
bottlenecks in a virtualized environment (2022), Contrail Networking and Security User Guide (2023)

This means that the VPP switch is best suited for
networks with high bandwidth requirements, such as
those in data centres or telecommunications environ-
ments. The BVS offers the lowest latency, making it the
best choice for applications that require fast response
times, such as financial systems or real-time. VPP and
BVS also have the lowest CPU load, which is impor-
tant for maintaining performance in systems with lim-
ited hardware resources. They are leaders in terms of
RAM efficiency, which is suitable for systems with lim-
ited resources. In addition, these switches demonstrate
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the highest level of scalability, making them effective
for large distributed environments. On the other hand,
HVVS is the easiest to configure, making it a good
choice for small teams or environments with minimal
specialisation requirements. For distributed networks
or SDN environments, JCVR or OCR should be consid-
ered due to their high scalability.

OVS, CNV, and VMS were chosen because of their
popularity, versatility, and wide integration into various
network configurations. They are the standard for many
organisations due to their proven efficiency and ease




Comparative analysis of different virtual switches to improve...

of use. At the same time, VPP and BVS switches achieve
the best technical performance. The VPP is the leader in
terms of throughput and low CPU load, while the BVS
provides the lowest latency. JCVR and OCR have the
highest scalability, which is best suited for distributed
and cloud environments.

DISCUSSION

The results of the study showed that the choice of a
virtual switch depends on the specific requirements of
the network configuration, as each switch has its own
advantages and limitations in terms of performance,
scalability, and integration in different environments.
S.Rush (2020) focused on the use of virtual switches in
automotive systems to replace physical components, in
particular in the context of functional safety and net-
work security. Compared to the current study, which fo-
cuses on comparing the performance of virtual switches
in networks of different configurations, the aforemen-
tioned study focuses on specific applications in auto-
motive systems. Therefore, this study covers more gen-
eral networking solutions for virtualised environments.
In addition, A. Alnaim (2024) focused on the security of
virtual networks in the context of 5G, emphasising the
importance of ensuring the security of virtual networks
through the flexibility of virtual functions. Whereas the
current study focuses on analysing the performance of
virtual switches for different network configurations,
other work focuses on the security of virtualised sys-
tems. Thus, the current work complements A. Alnaim
(2024) research by focusing on switch performance and
integration into different environments where security
is an important consideration.

The authors O.G. Lira et al. (2024) focused on au-
tomating the network configuration process by using
large language models to generate and verify settings
with minimal human involvement. Whereas the current
work analyses the performance of virtual switches, the
results of the above researchers focus on the automa-
tion of network configurations. Therefore, the current
study complements the approach of the above work
by emphasising the importance of switch performance
and its integration into different network environments.
Meanwhile, Y. Wang et al. (2018) analysed the optimi-
sation of hash tables for flow classification in virtual
switches, which is an important component of network
efficiency, in particular in the context of SDN. Howev-
er, the current study focuses on the performance of
switches, while the above work on hash tables focuses
more on the theoretical aspects of flow classification
and hash table optimisation to improve switch perfor-
mance. The results of the present study extend this by
considering not only optimisation but also a practical
comparison of different virtual switches for different
types of network configurations.

In turn, PM. Rekha & M. Dakshayini (2015) focused
on managing virtual networks with SDN and using the
OpenFlow architecture to improve QoS in cloud data

centres. Similar to the current work, these research-
ers focus on configuring virtual switches to optimise
network performance, and analyse the role of SDN and
OpenFlow in the context of network efficiency. Howev-
er,their approach is more focused on QoS management
in a multi-user environment, while the current study
focuses on comparing switch performance for different
types of network configurations. Therefore, the cur-
rent study complements the aforementioned work by
considering the broader aspects of virtual switch inte-
gration and network performance in different environ-
ments. Regarding the work of C. Wang et al. (2024), they
investigated the use of large language models to sim-
plify the configuration of network devices and the de-
velopment of routing algorithms, minimising errors due
to the translation of high-level policies and require-
ments into low-level network configurations. Compared
to the current research, which focuses on analysing the
performance of virtual switches in different networks,
the study of language models focuses on automating
configurations using artificial intelligence. Therefore,
this study complements the work of these authors by
focusing on the efficiency of switches and their integra-
tion into various network configurations.

On the other hand, V.K. Tchendji et al. (2018) fo-
cused on the use of virtual switches to increase the
resilience of virtual networks to failures by proposing
traffic redirection schemes to ensure QoS. This work
examines the effectiveness of virtual switches, but fo-
cuses on solutions for network recovery in the event
of a failure. Similarly, the current work analyses the
performance of switches in different network config-
urations, which also demonstrates the importance of
virtual switches in ensuring network efficiency and
reliability. Thus, the study confirms the conclusions
of these authors, emphasising the importance of vir-
tual switches for network scalability and stability.
Additionally, S. Sadrhaghighi et al. (2022) presented
Open Virtual Tap (OVT), which uses OpenFlow switch-
es to monitor traffic in virtual networks, focusing on
the efficiency of flow mirroring. In the current study,
OpenFlow is considered as a management protocol in
OVS, providing flexibility and centralised traffic man-
agement in SDN. Thus, OpenFlow is a common aspect
of both works, but the current work focuses on switch
performance, while the authors of the other work in-
vestigated its role in traffic analysis.

The results of the study by Z. Guo et al. (2023) pre-
sented ConfigReco, a configuration recommendation
tool that uses graph neural networks to create tem-
plates based on the network operator’s intentions. The
difference from the current study is the emphasis on
automating manual configuration, as the work in this
paper focuses on analysing the performance of virtual
switches in different network environments. Both ap-
proaches complement each other, as ConfigReco pro-
vides templates for efficient network configuration,
which can be applied to virtual switches to optimise
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their integration into networks. In addition, L. Zhu et
al. (2020) investigated the effectiveness of SDN con-
trollers, particularly in the context of specialised net-
works such as loT and blockchain, and compared their
performance across different networks. In contrast, the
current work focuses on the effectiveness of virtual
switches such as OVS, VMS, and CNV, as well as their
integration with different networks. In other words, this
study complements the aforementioned work by ex-
tending their findings by comparing the performance of
switches in the context of different network configura-
tions and virtualisation.

For their part, I. Alam et al. (2020) focused on the
integration of SDN and NFV for loT, analysing their ar-
chitecture, security, and management, with a focus on
loT challenges. They also highlighted key issues such
as scalability and flexibility. Similarly, current work has
looked at the use of SDN and NFV, specifically through
virtual switches, namely OVS and CNV, to provide scal-
ability, security, and performance in virtualised envi-
ronments. Hence, the current work focuses more on
the performance of specific virtual switches in different
network configurations, including telecoms, 10T and 5G,
which is an extension of the second study. The authors
D. Bringhenti et al. (2023) proposed a method for auto-
mating firewall configuration in virtualised networks to
improve security by reducing the number of firewalls
and configuration settings required. Their approach
focuses on optimising network security by minimising
configuration errors. The current work focuses on virtu-
al switch configurations, particularly in the context of
traffic management, scalability, and security. This work
has the advantage of evaluating not only security, but
also performance and scalability, which is critical for
environments with high traffic and resource require-
ments, such as data centres and 5G networks.

As for the work of J.V.G. de Oliveira et al. (2021), they
proposed the implementation of NFV as programma-
ble rules distributed among SDN switches to improve
performance and scalability in packet-intensive envi-
ronments. Compared to the current study, which focus-
es on comparing switch performance, the work of the
above researchers focuses on combining hardware and
software SDN switches to optimise processing speed
and instantiation flexibility. This approach comple-
ments the current study by increasing the performance
and scalability of virtual networks under high traffic
loads. In turn, K. Marzuki et al. (2023) focused on the
use of OVS in the context of Proxmox to manage traffic
between virtual machines and external communica-
tions using VLANSs. The study focused on automating
virtual network configuration with Ansible, which re-
duces configuration time and human error. The current
study also examined OVS, but focused on its perfor-
mance and capabilities in the context of scalability and
efficiency of virtual switches in network configurations.
In addition, various aspects of virtual switches such
as throughput, latency, and resource utilisation were
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compared, providing a deeper understanding of the
functional features of OVS compared to other switches
such as CNV and VMS.

A. Singh (2019) looked at CNV as a virtualisation
solution targeting VMware environments, with a par-
ticular focus on automating the management of VEM
and VSM components through the Python API, which
significantly reduces manual intervention. The current
study also analysed CNVs, but in a broader context. It
not only investigated the management features of this
switch, but also compared its performance, latency, re-
source utilisation, and scalability with other popular
virtual switches. This made it possible to formulate
comprehensive recommendations for choosing the op-
timal solution depending on the specifics of the net-
work environment, making the approach of the current
study more universal. Moreover, A. Abdou et al. (2018)
and L. Patrao (2024) focused on a basic overview of VM-
ware vSphere, its functionality, and basic concepts such
as the differences between vSphere and ESXi hosts.

Compared to other works, the current study focuses
on a detailed performance analysis of popular virtual
switches and compares them. The uniqueness of the
work lies in the emphasis on practical comparison of
different switches in the context of different network
scenarios, making it an addition to existing virtualis-
ation and network management approaches.

CONCLUSIONS

The study identified the optimal virtual switches for
different network configurations depending on key
technical parameters. In particular, it was found that
CNV provides the best performance with low latency
(0.5-2 ms) and a high level of integration, making it
optimal for environments with critical speed and re-
liability requirements. OVS proved to be highly effi-
cient with scalability, up to 9 Gbps throughput, and
moderate CPU usage, which is suitable for scalable
virtualised environments. VMS has shown good in-
tegration into VMware environments with 6-8 Gbps
bandwidth. The highest throughput (20-50 Gbps) was
demonstrated by Virtual Packet Processing, making it
the best choice for environments with high bandwidth
requirements, while Bridge Virtual Switch has the
lowest CPU load (5-10%). Other switches, such as Ju-
niper Contrail Virtual Router and Huawei CloudEngine
vSwitch, performed satisfactorily for environments
with lower scalability requirements.

Limitations include the lack of testing of switches
on platforms with Advanced Risc Machines processors,
which are becoming increasingly popular in cloud and
embedded solutions due to their energy efficiency. In
addition, the study did not analyse switch performance
in HPC environments, which could have yielded a wider
range of results. And the sample of switches selected
was limited to popular and less popular solutions, while
there are other models that may also be important for
specialised environments.
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To improve the efficiency of virtual switches in differ-
ent environments, it is advisable to focus on expanding
the analysis of their integration with technologies such
as next-generation networks that require low latency and
high throughput. Tests on energy-efficient processors of
the Advanced Risc Machines architecture will help deter-
mine their effectiveness in resource-constrained environ-
ments. Additionally, it is important to develop standard-
ised benchmarking methodologies to take into account

the specific requirements of different network configura-
tions, which will allow for the creation of optimal solu-
tions for specialised environments such as loT or HPC.
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MopiBHANBHMIA aHaNi3 pi3HUX BipTyaNbHUX KOMYTATOpIiB
ANA NiaBULLEHHA e(eKTUBHOCTI PYHKLLIOHYBaHHSI MepeX pi3HOi KOHirypauii

Onekcanpp bepecroBeHko

AcnipaHt

HauioHanbHWi TeXHIYHWI yHiBepcUTET YKpaiHM «KWIBCbKMIM NONITEXHIYHMI IHCTUTYT iMeHi Iropst Cikopcbkoro»
03056, npocn. bepecrericbknin, 37, M. Knis, YkpaiHa
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AHoTauis. Meta poboTu nonsrana y BU3HaYeHHi ONTUMAbHOMO TUMY BipTyanbHOro KOMyTaTopa Ans 3abe3neyeHHs
MaKCMManbHOi ebeKTUBHOCTI pobOTU KOMMIOTEPHUX MepeX PisHUX KOH@Irypauin, 3 ornaay Ha ixXHi TEXHIYHI
XapaKTepuCTUKK, MOXIMBOCTI Ta piBeHb iHTerpauii. byno nposeaeHo NOpiBHANbHUIA aHaNi3 NPOAYKTUBHOCTI Ta
(dYHKLiOHaNbHMUX MOXIMBOCTEN BipTyanbHUX koMyTaTopiB. OCHOBHI pe3ynbTati nokasanu, wo Cisco Nexus 1000V
3abe3neuvye BiAMiHHY NPOAYKTUBHICTb Ta HM3bKY 3aTpuMKy (0,5-2 MinicekyHa), wo pobuTb MOro ifeanbHUM ans
cepefoBULL, e KPUTUYHI LUBMAKICTb Ta peakLis Mepexi. Open vSwitch xapakTepu3yeTbcs BUCOKOK MacLiTaboBaHiCTHO
i epeKTMBHUM BUKOPUCTAHHAM NaMdTi, 3 NPONYCKHO 3A4aTHICTIO A0 9 rirabiT Ha cekyHAy i NOMipHUM BUKOPUCTaHHAM
npouecopa, Wo pobuTb MOro MiaxoasalwmMM ans macwtaboBaHux BipTyanizoBaHux cepegosuL,. VMware vSwitch,
i3 NPONYCKHOW 3[aTHICTIO 6-8 rirabiT Ha cekyHAy, Ma€ XOpoLly iHTerpauito y cepefosuuie VMware Ta 3pyyHe
HanawTyBaHHS. binbwe Toro, BuasneHo, wo Virtual Packet Processing 3abe3neuye Halkpaly NponyckHy
3[aTHICTb, Jocaratoum 3HaveHb BiA 20 o 50 rirabit Ha cekyHAy, a TaKOX AEMOHCTPYE HU3bKY 3aTPUMKY B MeXax
0,3-0,5 MinicekyHp, Wwo pobutb MOro ONTUMaNbHUM BUOOPOM NS CEPEROBMLL i3 BUCOKMMU BUMOTAMM 10 MPOMYCKHOI
34aTHOCTI. Y ToM camuit yac, Bridge Virtual Switch Mae HaliMeHLWwe HaBaHTaxeHHs Ha npouecop (5-10 %), wo po3sonse
36epiratv NpoAyKTMBHICTb HaBiTb 33 0OMEXeHUX anapaTHUX pecypciB. IHWi koMyTaTopK, a came Hyper-V Virtual
Switch, Juniper Contrail Virtual Router, CloudStack Virtual Router Ta Huawei CloudEngine vSwitch npoaemoHcTpyBanu
xopouly e@eKTUBHICTb i MOXYTb BYTH KOPUCHUMU AN CEPEAOBULL 3 MEHLIMMU BUMOTaMM 40 NPOMYCKHOI 34aTHOCTI Ta
MacwTaboBaHocTi. OTp1MaHi pe3ynbTaTi NoKasanu, Wo BUGip BipTyanbHOro KOMyTaTopa 3aNexuTb Bif cneuudivHnx
BMMOT, OCKi/IbKM KOXEH KOMYTaTop Ma€ CBOI nepeBaru Ta 06MexXeHHs, Lo BU3HAYa0Tb MOro ONTUMANbHICTb ANS Pi3HUX
MepexeBuX KOHirypauin

KntouoBi cnoBa: nponyckHa 34aTHICTb; MAcWTabOBaHICTb KOMMOHEHTIB; iHTErpauis Ta NPOAYKTUBHICTb CUCTEM;
006po6Ka AaHMX; 3HMKEHHS 3aTPUMOK
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