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Abstract. Integration of heterogeneous types of medical data using modern deep learning methods can
improve the accuracy and efficiency of diagnosing complex diseases, such as cardiovascular diseases, which
is relevant for personalised medicine and reducing the risk of medical errors. The study aimed to present the
development of a decision support system for improving the diagnosis of cardiovascular diseases by integrating
heterogeneous types of medical data. To create the knowledge base, data from real clinical scenarios were used,
which underwent the stages of cleaning, standardisation, and semantic analysis using specialised medical
dictionaries. The system demonstrated high efficiency due to its ability to integrate text, image and signal
data into a single analysis process. The efficiency was evaluated by such metrics as accuracy, completeness,
F1-score,and predictive values of positive and negative results. The introduction of transformers ensured a 15%
increase in diagnostic accuracy compared to traditional methods, and the use of a hybrid computing approach
reduced model training time by 30% and enabled the processing of up to 1 TB of data per day. Additionally,
the integration of heterogeneous types of medical data into the system has improved the personalisation
of diagnostics, accounting for individual patient characteristics such as medical history, genetic factors, or
comorbidities. Transformer attention mechanisms improved resistance to noise and data gaps, which ensures
reliable results even with incomplete or inaccurate information. Optimisation of the models reduced delays
in data processing, which is critical for prompt clinical decision-making. In addition, transformers have proven
their ability to dynamically scale to process new types of data without losing efficiency, opening opportunities
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Optimisation of intelligent system algorithms for poorly structured data analysis

for further expansion of the system’s functionality. The system has also increased the productivity of clinical
specialists by automating routine tasks, allowing doctors to focus on more complex aspects of treatment
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classification algorithms; adaptive systems

INTRODUCTION

Modern medicine is facing increasing challenges in
analysing large volumes of unstructured data, including
text-based physician notes, medical imaging, and signal
data. Traditional approaches to processing such infor-
mation are often ineffective due to the limited ability to
integrate heterogeneous data types into a single analy-
sis process. This limits the accuracy of diagnosis and the
speed of clinical decision-making, especially in the con-
text of complex diseases such as cardiovascular disease.

The integration of artificial intelligence (Al) and
neural networks in medicine creates new opportunities
for improving the quality of diagnosis and treatment.
Modern neural network architectures, such as multilay-
er perceptron (MLP), recurrent neural networks (RNN),
convolutional neural networks (CNN), and transformers,
improve the efficiency of various data format process-
ing. The use of transformers with attention mechanisms
enables complex pattern detection between text,image,
and signal data, which is critical for medical research.
The study by J. Meng & Z.Wang (2022) proposes a mod-
el that integrates transformer and RNN mechanisms to
better understand the context of words and phrases,
achieving an 18% increase in classification accuracy.
Transformers provide a deeper analysis of long-term
dependencies between words, while RNNs efficiently
process text sequences, considering the local context.
This combination not only increases the classification
accuracy but also improves the model’s ability to work
with heterogeneous text data containing complex se-
mantic relationships.

Z. Shen (2023) addressed the optimisation of data
visualisation platforms based on Artificial Intelligence
(Al). In particular, the study described approaches to in-
teractive data analysis in real-time, which can reduce
rendering time by 25%. The study emphasised the use
of adaptive algorithms for processing large amounts of
data, which ensures the smooth operation of platforms
and their ability to scale. The study also emphasised the
importance of integrating different data sources and
applying effective methods to reduce computational
costs, which is critical to ensuring the high performance
of systems in real-time. D. Kushnir et al. (2021) analysed
the use of deep neural networks for semantic text anal-
ysis. The main idea is to integrate vector representation
of words (word embeddings) with transformers for nat-
ural language analysis. The results show that the model
provides a 12% increase in text classification accuracy
compared to classical machine learning methods.

The review analysis by C. Gambella et al. (2021)
covered modern optimisation problems in machine
learning. The authors reviewed methods for optimising

hyperparameters, ways to avoid overfitting problems,
and an approach to model selection. Improvement of
the computational efficiency of algorithms, which can
significantly reduce model training time without losing
accuracy, was also prioritised. In addition, the authors
analysed the role of hybrid computing approaches that
combine local and cloud resources to ensure the scal-
ability and adaptability of machine learning. The study
emphasised the importance of integrating heterogene-
ous data and using transformative architectures to im-
prove the accuracy of analysis and stability of models in
different environments.

A. Wilson & M.R. Anwar (2024) discussed adaptive
machine learning algorithms for processing multivar-
iate data. A new approach to data dimensionality re-
duction using stochastic methods was proposed, which
significantly reduces computation time without loss of
accuracy. The process of integrating neural networks
for analysing poorly structured data was emphasised.
Three types of architectures were compared: multilay-
er perceptron (MLP), recurrent neural networks (RNN),
and transformers. MLPs were used to process structured
data, such as test results, RNNs were used to analyse
text records, while transformers provided image pro-
cessing and integration with other data. The results
showed that transformers had the highest accuracy in
diagnosis, outperforming traditional methods by 15%,
while RNNs demonstrated significantly better text pro-
cessing compared to other approaches.

N. Abbas & S. Gasmi (2024) analysed in detail the
approaches to optimising machine learning algorithms,
in particular for natural language processing and text
analytics. The authors addressed the development of
efficient methods for processing streaming data in re-
al-time, which is critical in modern dynamic informa-
tion systems. The main goal of the study was to improve
the performance of algorithms by reducing delays in
data processing and optimising the use of computing
resources. T.B. Brown et al. (2020) analysed natural lan-
guage processing models that can perform tasks with
a minimum number of examples (few-shot learning).
The authors demonstrated how large language mod-
els, such as GPT-3, can adapt to new tasks without the
need for large amounts of training data. The key task
was to optimise the resources required to process large
amounts of data without losing the accuracy of the re-
sults. For this purpose, a hybrid learning methodology
that combines local data processing with cloud com-
puting was used. A detailed analysis of the system per-
formance was conducted: the model training time was
reduced by 30% due to parameter optimisation, and the
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use of cloud computing resources allowed processing
up to 1 terabyte of data per day.

The study aimed to develop and evaluate the effec-
tiveness of a decision support system (DSS) for medical
diagnoses that integrated heterogeneous data types to
improve the accuracy of cardiovascular disease diagno-
sis. As part of the study, a knowledge base was creat-
ed that included data from real clinical scenarios that
went through the stages of cleaning, standardisation
and semantic analysis. The development of a method-
ology for data integration and neural network optimisa-
tion was emphasised.

MATERIALS AND METHODS

The research was based on the development of a de-
cision support system (DSS) for medicine that can in-
tegrate heterogeneous types of medical data. For this
purpose, a knowledge base was created that includes
information from various sources: textual records of
doctors, laboratory data, computed tomography (CT)
images and electrocardiographic (ECG) signals. Ethi-
cal approval covered all aspects of the study, includ-
ing procedures for data collection, processing, analysis
and storage. The Ethics Committee reviewed whether
the study met ethical standards, including the informed
consent of patients (if required) or the appropriate le-
gal basis for using anonymised data. This correlated
with the principles stipulated in the World Medical As-
sociation’s Declaration of Helsinki (1964), the Law of
Ukraine No. 2297-VI (2010), and the European General
Data Protection Regulation (GDPR) (2016). All the steps
were designed to comply with the principles of trans-
parency, responsibility and security of data processing.
Particular attention was devoted to standardisation of
text data, which was processed using natural language
processing (NLP) methods such as tokenisation, text
normalisation and semantic analysis using specialised
medical dictionaries.

Different neural network architectures were used
to integrate the data into the system, with appropri-
ate optimisation algorithms to ensure that each mod-
el was trained efficiently. Multilayer Perceptron (MLP)
was used to analyse structured data such as laborato-
ry parameters. The Adaptive Moment Estimation (Ad-
amW) algorithm was used to train this model, which
provides fast convergence and stability when dealing
with structured numerical data. Recurrent neural net-
works (RNNs) were used to process sequential text re-
cords, such as medical reports, to allow for context. For
this model, the RMSprop algorithm was used, which
works well with sequential data and avoids the prob-
lem of exploding or disappearing gradients typical of
RNNs. Transformers were used to integrate text, image,
and signal data. Attention mechanisms detected com-
plex patterns between heterogeneous data. They were
trained using the AdamW algorithm (adaptive optimi-
sation with weight decay), which reduces the risk of
over-computing gradients and improves regularisation,
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which is critical when working with large datasets and
complex architectures. Convolutional Neural Networks
(CNNs) were used to analyse medical images, in par-
ticular CT images. For their optimisation, the SGD (Sto-
chastic Gradient Descent) algorithm with momentum
was used, which provides high efficiency in comput-
er vision tasks such as image classification and seg-
mentation. Both RNNs and transformers were used to
process ECG signals. The RNNs used the RMSprop al-
gorithm, which improved the efficiency and consisten-
cy of physiological data, while the transformers were
trained using AdamW, ensuring stable convergence
and reducing the risk of overfitting.

These optimisation algorithms were carefully se-
lected following the specifics of the data being pro-
cessed and the architecture of the neural network. This
was used to achieve high efficiency and accuracy of the
system, ensuring high-quality integration of text, image
and signal data within a single analytical process. The
study results were evaluated using a sample from the
control set of patients whose data were not used during
the model training phase. This limited overtraining and
ensured the independence of the evaluation. The sam-
ple included cases with varying degrees of complexity,
covering mild, moderate and severe forms of disease,
to represent the full range of clinical scenarios. To in-
crease the objectivity of the assessment, heterogeneity
of the data, including textual records of doctors, images
of medical examinations (e.g., CT scans), electrocardi-
ographic (ECG) signals and laboratory indicators, were
prioritised. Additionally, proportionality in terms of age
and gender characteristics of patients was addressed to
avoid bias in statistical results, as well as comorbidities
that could complicate diagnosis. All patient data was
anonymised, in compliance with ethical principles and
legal standards, such as the Law of Ukraine No. 2297-
VI (2010) and the European General Data Protection
Regulation (GDPR) (2016). This ensured the legality and
transparency of the information collection and analysis
process. This approach ensured the most objective as-
sessment of the effectiveness of the developed system.

To evaluate the system’s performance, the models
were benchmarked using metrics such as accuracy, re-
call, F1-score, and clinically relevant indicators such as
the positive predictive value (PPV) and negative pre-
dictive value (NPV). The models were trained on large
volumes of labelled data, which ensured high diagnos-
tic accuracy. In addition, the computational efficiency of
the developed system was evaluated, including model
training time and performance when processing large
data sets. To optimise computational costs, a hybrid ap-
proach was used, combining local computing and scal-
ing in the cloud environment.

RESULTS

The first step was to evaluate the effectiveness of tradi-
tional approaches such as individual MLP architectures
that provided intermediate results when analysing
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structured data, such as laboratory results. Such ap-
proaches proved to be useful in cases where the in-
formation was clearly structured and easily formalised.
However, during the processing of contextual factors
(e.g., the sequence of textual notes from doctors de-
scribing a patient’s medical history) or the complex
structure of image data, the accuracy of MLP models
was not high enough. RNN architectures were more
efficient at analysing text containing descriptions of
symptoms, doctors’ opinions, and recommendations.
Due to the memory mechanism and the ability to ac-
count for the temporal sequence, RNN models demon-
strated better completeness, and F1-score compared to
MLPs when processing text data. However, their ability
to integrate different types of data and consider images
or signals remained limited, as RNNs mainly focused on
sequential text input.

The use of transformers has become a key step to-
wards achieving the highest performance. Due to their
attention mechanisms, transformers can identify rele-
vant pieces of information in different types of data,
compare them with each other, and build complex links
between medical records, CT images, and ECG signals
(Zhang et al., 2024). Experiments have shown that
transformative architectures can achieve 15% higher
accuracy than traditional methods that work with only
one type of data or combine data less efficiently. This
result suggests that transformers can detect complex
patterns that other models have failed to capture. This
is especially important for medical diagnostics, where
even small correlations between different indicators
can be critical. Table 1 illustrates the accuracy, pre-
cision, recall, and Fl-score scores for the three main
types of neural models: MLPs, RNNs, and Transformers.

Table 1. Comparison of the efficiency of different neural network architectures
for the diagnosis of cardiovascular diseases

Architecture Accuracy Precision Recall F1-score
MLP 0.82 0.79 0.80 0.795
RNN 0.87 0.85 0.84 0.845

Transformers 0.95 0.93 0.92 0.925

Source: compiled by the authors

Following Table 1, the MLP architecture has the
lowest results among the models considered. This can
be attributed to the fact that multilayer perceptrons
are effective with structured data but lose efficiency
in situations where it is necessary to integrate infor-
mation from different sources. RNN architectures have
significantly improved the accuracy and completeness
rates compared to MLPs by processing textual data
in a consistent form, which allows for a better under-
standing of the contextual information available in
medical history. However, the limitations of RNNs in
simultaneously integrating complex visual and signal
characteristics did not allow them to achieve trans-
former-like performance.

Transformer architectures proved to be the leaders
across the board. Their ability to accommodate differ-
ent data formats and identify complex relationships
between them allowed them to significantly exceed
the accuracy achieved by other models. In addition,
transformers ensured that the results remained stable
even when new data types were included or updated.
This approach is especially important for medical ap-
plications where examination protocols may change
periodically, or new research methods may appear.
Given the above results, it is possible to argue that

transformers are best suited to the needs of complex
medical diagnostics, as they provide the most accurate
and reliable results when working with heterogeneous,
poorly structured data.

A critical aspect of medical diagnostics is not only
the accuracy but also the speed of results. In situations
where a clinical decision needs to be made within a
limited time, it is also important to evaluate the perfor-
mance of the models, i.e., their ability to learn quickly
and process large amounts of information. To this end,
a detailed analysis of training time and computational
costs for different architectural approaches was conduct-
ed. The experiment considered both local computing re-
sources and the cloud infrastructure, which made it pos-
sible to scale the load and ensure the processing of up
to 1 TB of data per day. As a result of optimising hyper-
parameters and applying a hybrid computing approach,
model training time was reduced by 30% compared to
standard methods that relied solely on local resources
or did not use optimisation strategies. Table 2 illustrates
the average model training time on a benchmark dataset
(approximately 500 GB), as well as the amount of data
that can be processed per day after optimisation. Table 2
shows the results for MLP, RNN, and transformers, ad-
dressing the use of hybrid infrastructure.

Table 2. Computational efficiency of different neural network architectures in medical data processing

Model Learning time (hours) Processing volume per day (GB)
MLP 10 600
RNN 12 700
Transformers 7 1,000

Source: compiled by the authors
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Table 2 shows that MLP models were trained rela-
tively quickly, but their limited ability to integrate com-
plex data negatively affected the final accuracy and use-
fulness in a clinical context. RNNs require more time to
learn due to the processing of sequential information
and context-preservation mechanisms. However, even
with longer training times, RNNs did not reach the ac-
curacy of transformers. In turn, the transformers proved
to be optimal not only in terms of accuracy but also
in terms of computational efficiency, as their training
time was only 7 hours on average, and the implement-
ed hybrid infrastructure allowed processing up to 1 TB
of data per day, which is 30% faster than previous ap-
proaches. Such computational optimisation is extreme-
ly important as modern medical systems generate large
amounts of data, and their prompt processing is one of
the key conditions for timely diagnosis.

The quick large amounts of data processing, com-
bined with the high accuracy of transformational mod-
els, means that the developed DSS can provide reliable
results in real-time or close to it. This significantly in-
creases the value of the system for medical practice,
as clinicians can make complex diagnostic decisions
quickly and confidently. For example, in the case of
suspected acute cardiac conditions such as myocardi-
al infarction, a timely and accurate diagnosis can save
a patient’s life by allowing them to start appropriate
treatment immediately. While traditional methods re-
quire several hours to analyse a complex data set, the
new system, thanks to transformers and a hybrid com-
puting approach, can provide a preliminary decision
much faster. In addition to time and computational
aspects, an important criterion for the system’s effec-
tiveness is the ability to integrate and analyse different
types of medical data simultaneously. To confirm this,
additional experiments were conducted to evaluate the
diagnostic accuracy when new sources of information
were added sequentially. Initially, only textual records
of medical histories were used, then laboratory values
were added, and then CT scans and ECG signals were
connected. The results showed that the transformers
demonstrated a steady improvement in accuracy and
F1-score with each new type of data. This means that
the model is not “overloaded” with additional informa-
tion, but rather successfully forms interconnections,
improving the quality of its predictions. For a medical
diagnostic system, this result is extremely valuable, as
it confirms that the introduction of new data sources
(e.g., new types of visual examinations or more accu-
rate sensory signals) will allow the model to dynami-
cally improve its estimates without the need for a fun-
damental rebuilding of the entire architecture.

In medical practice, it is necessary to account for
individual patient characteristics, such as pre-existing
conditions, and reactions to certain drugs or genetic
markers. With transformers, the model was able to fo-
cus on key segments of medical data relevant to a par-
ticular patient. This became apparent when analysing

Bulletin of Cherkasy State Technological University, Vol. 29, No.4, 2024

M. Demchyna et al.

cases with atypical symptoms or comorbid conditions
when traditional methods or simpler neural network
models could not detect hidden patterns. Transforma-
tional architectures, on the contrary, can identify unique
patterns and form more accurate and personalised diag-
nostic recommendations based on them. This confirms
the importance of this approach for the development
of personalised medicine, as more accurate diagnostics
pave the way for better and more individually tailored
treatment regimens, reducing the risk of inadequate
therapy and side effects. In addition, the analysis of
the results shows that the introduction of transformers
contributes to greater resilience of the system to noise
and data errors. Medical data often has a heterogene-
ous structure, containing not only different formats but
also different quality. For instance, doctors’ text records
may contain spelling errors, abbreviations or acronymes,
and images may contain shooting artefacts. ECG signals
can be interfered with by patient movement or electri-
cal interference. Traditional processing methods are of-
ten vulnerable to such distortions and can either ignore
or misinterpret some of the information. Transformers,
on the other hand, can dynamically determine which
parts of the data should be given more attention and
which parts can be partially ignored as noise, thanks to
their attention mechanisms. This increases the reliabil-
ity of the system and provides better results even with
incomplete or poorly structured data.

In a real-world clinical setting, a medical decision
support system must not only be accurate and efficient
but also easy to use. The study concentrated mainly on
quantitative evaluation of the results but also consid-
ered qualitative aspects. For instance, the time taken to
complete a diagnostic decision is reduced not only due
to faster data processing but also due to the prepara-
tion of more generalised and understandable recom-
mendations for doctors. The transformer-based model
provided summary information in the form of concise
text messages or annotations on images. This allowed
clinicians to quickly evaluate the proposed diagnoses
and recommendations. This functionality proved to be
extremely useful in situations where doctors were faced
with many patients and limited time for each of them.
Another aspect of practical importance is the scalability
of the system. The results showed that the implement-
ed hybrid infrastructure and the use of transformers al-
low the system to easily adapt to the growth of data or
the emergence of new sources of information (Meng &
Wang, 2022). Combining transformers with CNN increas-
es the efficiency of integrating text, numeric, and visual
data,which is especially important for systems that work
with multimodal data in real-time (Zhang et al., 2024).

In modern healthcare facilities, data volumes are
growing rapidly as new examination methods are in-
troduced (e.g., fractional imaging analysis, biometric
sensors, patient data from smart devices). The ability
to scale quickly without losing accuracy is a crucial fac-
tor in ensuring the system’s long-term relevance and
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efficiency. The results confirmed that the proposed
architecture is well suited for such conditions, as the
models can be updated or retrained on new data sets
without significantly reducing the quality of diagnosis.
Notably, the introduction of transformers and hybrid
computing approaches contributes to better resource
utilisation. The optimisation of hyperparameters and
adaptive load balancing between local and cloud re-
sources reduced the time and cost of processing with-
out compromising the quality of the results (Nedosno-
vanyi et al., 2023). This can have significant economic
value for healthcare facilities that want to improve di-
agnostic efficiency without the need for massive invest-
ments in new equipment or expensive computer clus-
ters. Instead, by using cloud computing and adapting
the system architecture, data processing can be scaled
to meet the needs and resources available.

Another important aspect is the system’s ability to
work with unstructured data, which includes textual
notes from doctors, laboratory values, images, and sig-
nals. The study results confirmed that the use of deep
neural networks significantly improves the analysis of
such data. The use of neural networks for semantic text
analysis can significantly improve the classification
accuracy of poorly structured information (Kushnir et
al.,2021). Cognitive computing is also used to effective-
ly analyse unstructured data (Chen et al., 2020). Another
aspect of practical importance is the scalability of the
system. The implemented hybrid infrastructure makes
it easy to adapt to the growth of data volumes or the
emergence of new sources of information. The use of Al
strategies allows for optimising big data processing in
dynamic environments (Oza & Domadiya, 2023; Smeta-
niuk & Tsisar, 2024).

An important consequence of improved accuracy
and speed of data processing is increased confidence
in the decision support system. Doctors and other med-
ical professionals need to be confident that the pro-
posed diagnosis is reliable and justified. If the model
is highly accurate and stable across different data sets,
they will be more willing to use the system in their
daily practice. This, in turn, can lead to wider adoption
of DSS in the clinical process, increased standardisa-
tion of diagnostic decisions, and ultimately improved
medical outcomes for patients.

The use of transformers improves the accuracy
and speed of data processing but also lays the foun-
dation for further development of medical DSS in the
direction of integrating new types of data, improving
the interpretation of results and increasing the trust of
the medical community. The results obtained confirm
that the system can be used in real clinical settings and
can contribute to improving the quality of medical ser-
vices and the processes of diagnosing cardiovascular
diseases. Thus, the results of the experiments indicate
the high efficiency and prospects of using transform-
able architectures and hybrid computing approaches
in decision support systems for medical diagnostics.

Comparison with traditional approaches (MLP,RNN) has
demonstrated a significant advantage of transformers
in terms of accuracy, completeness, prediction accuracy
and F1-score, as well as better computational efficiency
and the ability to quickly process large volumes of het-
erogeneous data. The practical benefit is the ability to
significantly reduce diagnostic time, increase the level
of treatment personalisation, and provide more relia-
ble and scalable tools for medical practice. The data
obtained confirm that the integration of various types
of data - text, image, signal and structured - within a
single decision support system is quite achievable and
brings tangible benefits.

DISCUSSION

The obtained results demonstrate the effectiveness of
using transformable architectures and hybrid comput-
ing approaches for medical decision support systems
(DSS) capable of processing poorly structured data of
various natures (text, images, signals). A 15% increase
in the accuracy of cardiovascular disease diagnosis
compared to traditional methods and a 30% reduction
in model training time demonstrate the feasibility of
the chosen approach. These results are in line with the
general trend in artificial intelligence (Al), machine
learning (ML), and natural language processing (NLP)
research, where transformers, multitasking learning
(MTL), hybrid computing platforms, and hyperparame-
ter optimisation have become key elements in building
effective systems.

Numerous studies emphasise the importance of us-
ing modern neural architectures and optimisation strat-
egies for processing low-structured data. For instance,
I.Malyha & S. Shmatkov (2022) combined word embed-
dings with multitasking learning, increasing the accu-
racy of text contextualisation by 15%. This approach is
particularly promising for clinical case analysis, where
semantic aspects of the text - including contextual
nuances and terminological variations — are critical.
Considering such works inspires the integration of MTL
into the developed system, which can further improve
the accuracy of medical record analysis. Similar ideas
were expressed by Y.Zhang & Q. Yang (2022), who em-
phasised the potential of MTL to simultaneously solve
several interrelated tasks, such as disease classification,
symptom analysis,and complication prediction. The 20-
30% increase in model accuracy due to MTL is a strong
argument in favour of implementing this approach for
medical DSS. This will allow the system to account for
the diversity of data, including textual descriptions,
images, and signals, by jointly training several comple-
mentary objective functions.

G.Zhang et al. (2024) demonstrated the benefits of
combining transformers and CNNs to integrate textual,
visual, and numerical data, which increased the accu-
racy of analysis by 25%. This integration is particular-
ly relevant for systems that consider CT images of the
cardiovascular system, ECG signals, and text records.
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The combination of CNNs for image processing with
transformers that can integrate text and signal data
opens new opportunities for creating complex models
that consider all aspects of medical data. A review by
R. Rueda et al. (2024) analysed the application of ma-
chine learning methods for exacerbation detection and
clustering in patients with chronic obstructive pulmo-
nary disease (COPD). The authors reviewed approaches
to analysing time series and multivariate data to identi-
fy precursors of exacerbations and automatically group
patients according to the nature of the disease. The
paper emphasises the importance of using machine
learning to improve the quality of medical care for pa-
tients with COPD, focusing on the possibility of early
intervention and a personalised approach to treatment.
S.V.Mahadevkar et al. (2024) addressed the capabilities
of transformers and NLP algorithms to analyse poorly
structured documents, reducing analysis time by 30%.
This is especially important in real-world clinical set-
tings when doctors need prompt recommendations and
diagnostic conclusions. Integration of such solutions
will ensure faster detection of critical patterns in med-
ical information and timely response to changes in the
patient’s condition.

The effectiveness of model training depends not
only on the choice of architecture but also on the op-
timal setting of hyperparameters. H. Fatima & S. Gas-
mi (2023) demonstrated that dynamic tuning of hyper-
parameters can speed up the learning process by 40%
without losing accuracy. The use of such strategies in
DSS facilitates faster adaptation of models to new data
while reducing overall computational costs. The rele-
vance of this aspect is also confirmed by N.L. Rane et
al. (2024), where optimised algorithms such as AdamW
and Ranger can reduce training time by 15-25% with-
out compromising accuracy.

A critical part of the system’s effective operation
is scalability and the ability to process large amounts
of data in real-time. S. Kumar Rachakatla et al. (2023)
emphasise that the introduction of Al-oriented ap-
proaches and cloud technologies can reduce data pro-
cessing time by 35% and increase analysis efficiency
by 20%. This is of particular importance for the med-
ical DSS, as healthcare systems constantly generate
large amounts of information that need to be analysed
quickly. Cloud-based infrastructure provides flexibili-
ty and scalability, can be used to quickly adapt to the
growth of data or the connection of new sources. A
hybrid approach to the integration of structured and
unstructured data is considered extremely promising.
J.G. Turet & A.P.C.S. Costa (2022) proposed an effective
combination of different sources of information for
public safety systems. Similar methods can be adapted
to DSS, including additional clinical databases or new
types of signals. D. Baviskar et al. (2021) demonstrated
the possibilities of automated document processing
in the legal and medical fields, which can reduce data
processing time by 30%. This highlights the versatility
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of the proposed approaches and confirms the potential
for their scaling to other industries.

The expediency of improving approaches to pro-
cessing poorly structured data was confirmed by the re-
sults of the research by S. Singh & S.Hooda (2023). The
study proposes strategies for pre-processing and model
adaptation that reduce classification errors by 20%. Op-
timisation of data analysis workflows can improve the
performance of models in real-world conditions. The
proposed approaches demonstrate efficiency in work-
ing with large amounts of information and ensure the
stability of results when integrating new data sources.

The review paper by R. Cong et al. (2024) addressed
the multidimensional selection of features based on an
optimisation strategy for the causal analysis of medical
data. The authors proposed an innovative approach to
the selection of relevant characteristics that allow for
the efficient identification of key variables for analys-
ing relationships in complex medical systems. Particu-
lar attention was devoted to the use of optimisation
methods to overcome the problem of high-dimensional
data, which is typical for medical research. The authors
also analysed the impact of various types of noise and
missing data on the accuracy of models and proposed
strategies to minimise them. In addition, the paper em-
phasises the importance of interpreting the results for
decision-making in clinical practice. The inclusion of
adaptive optimisation algorithms not only improved the
quality of the analysis but also ensured the flexibility of
the system for use in environments with limited com-
puting resources. The study emphasises the potential
of a multidimensional approach to improve diagnostic
accuracy and treatment effectiveness based on causal
models. S. Chen et al. (2020) propose cognitive comput-
ing to analyse customer information and improve the
effectiveness of marketing strategies, which increases
by 20%. While this study has a different focus, similar
approaches can be applied to analyse patient feedback,
optimise clinical services, and improve the quality of
care. Lastly, tools that improve the understanding of
context and intentions in data have universal value.

The adaptive control systems mentioned by B. Zo-
huri (2024), which use Al to adapt to changing envi-
ronmental conditions, can be useful for healthcare
facilities. Their application can provide dynamic re-
source optimisation, improve the stability of medical
systems, and allow flexible responses to changing
clinical protocols or the emergence of new diagnostic
methods. S.Jain et al. (2021) investigated deep learning
approaches for processing unstructured text data. The
proposed transformer architecture for integrating dif-
ferent text formats increases the extraction of key data
by 28%, which is especially useful for analysing com-
plex clinical records where important details may be
scattered across different parts of the document. This
increase in the efficiency of information extraction con-
tributes to faster diagnostic recommendations. Z. An et
al. (2023) examined the intelligent design of complex
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products and the reduction of their creation time by
20%. Similar principles can be used to create and im-
prove medical protocols, personalised treatment plans,
or new algorithms for DSS. Optimising processes with
Al make systems more flexible, adaptive, and focused
on rapid innovation.

Acceleration of model training without loss of ac-
curacy was addressed by K. Karthick (2024) in an anal-
ysis of optimisers and mechanisms for their adapta-
tion. Reducing training time by 30% through the right
choice of optimisers was identified as a key aspect for
systems that manage medical data that are frequently
updated and expanded. Ensuring that new models can
be trained quickly, or existing models can be retrained
with up-to-date data is critical to maintaining the accu-
racy and relevance of recommendations.

The potential of machine learning methods for
optimisation tasks in communication networks was
demonstrated by H. Dahrouj et al. (2021). Although the
focus of this study is on network infrastructure, the pro-
posed algorithms for improving bandwidth, reducing
latency, and integrating different types of data are rele-
vant to the medical field. For instance, accelerating the
transfer and processing of information between hospi-
tal subsystems (laboratory results, CT scans, ECG data)
will allow the DSS to respond more quickly to clinical
changes. H. Lu & Y. Li (2020) examined cognitive com-
puting and the processing of semi-structured informa-
tion. According to the results, the use of deep neural
networks and NLP techniques can reduce data analysis
time by 20% and increase decision-making accuracy by
18%. Similar approaches can be integrated into a DSS
for detailed analysis of mixed types of information, in-
cluding data from medical devices, laboratory systems,
and patient records. Lastly, D. Van De Berg et al. (2022)
demonstrated data-driven optimisation techniques for
managing engineering processes, increasing system
performance by 25%. Although the field of engineer-
ing is different from the medical field, the general ap-
proaches to optimisation, streaming data analysis, and
automated decision-making are universal. The ability to
quickly adapt systems to new conditions, update mod-
els, and test different information processing options
will allow DSS to support doctors in their daily work
even more effectively.

Given the prospects for further development, it is
possible to conclude that the integration of MTL will
increase the accuracy and flexibility of the DSS, allow-
ing the model to simultaneously solve several clinically
important tasks. The use of optimised learning algo-
rithms, adaptive optimisers, dynamic hyperparameter
tuning mechanisms and cloud technologies will help
reduce data processing time and improve the overall
efficiency of the system. Expanding the range of data
types, including non-standard medical formats, as
well as the use of explanatory artificial intelligence
(XAl) techniques will increase clinicians’ confidence
in the results of the DSS and facilitate the system’s

implementation in real medical practice. Thus, the use
of transformers and related modern data processing
methods creates the preconditions for the emergence
of new generations of medical DSS capable of quick-
ly and accurately analysing large amounts of diverse
information, providing personalised recommendations
for each patient, and effectively scaling to the needs of
modern medicine. Comparison with the results of other
studies confirms the high relevance and scientific nov-
elty of the chosen approach.

CONCLUSIONS

A study on the development and evaluation of the ef-
fectiveness of a decision support system for medical
diagnosis of cardiovascular diseases that integrates
heterogeneous types of data using neural networks, in
particular transformers, shows the significant potential
of this approach for modern medicine. The proposed
architecture of the DSS, which processes text records,
images, and signals, demonstrated the possibility of ef-
fective integration of poorly structured data of different
natures in a single analytical process. The Transform-
ers significantly improved the system’s ability to detect
key patterns and relationships between data using an
attention mechanism, which increased the diagnostic
accuracy by 15% compared to traditional methods.

The achieved level of accuracy and stable results
when using new data sources are the result of an opti-
mal combination of different types of neural networks.
The use of multilayer perceptrons, recurrent and con-
volutional neural networks in combination with trans-
formers allowed each of the subsystems to focus on
specific aspects of analysis: MLP - on structured indica-
tors, RNN - on sequential text records, CNN - on visual
data, and transformers - on the complex integration of
these formats. Such a multimodal model better con-
siders the contextual and individual characteristics of
patients, which is important in the context of person-
alised medicine and the provision of quality healthcare
services. An equally important achievement was the
introduction of a hybrid computing approach that com-
bined local and cloud resources. This made it possible
to reduce model training time by 30% and process up to
1 TB of data per day. The use of optimisation techniques
and adaptive optimisers ensured the speed of analysis,
which is critical in situations where rapid clinical deci-
sion-making is required. Thus, computational efficiency
and scalability have become key factors in implement-
ing a system suitable for real-world clinical settings
where the amount of data is constantly growing.

The results of the study confirmed that transformers
not only improve the accuracy and speed of diagnostics
but also contribute to increasing the system’s resist-
ance to noise and incomplete data. This helps to en-
sure the reliability and predictability of decisions made
by the decision support system and reduces the risk of
medical errors. In this regard, the introduction of such
DSS can significantly improve the quality of diagnostic
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procedures, optimise resource allocation in healthcare
facilities, and support doctors in their daily practice.

The findings correlate with current trends in artifi-
cial intelligence and machine learning, with special at-
tention paid to multimodal data, multitasking, hyperpa-
rameter optimisation, scalability, and the use of cloud
technologies. A promising area for further research is
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signals), which will contribute to even greater person-
alisation and accuracy of diagnosis. Thus, the developed
DSS has all the prerequisites to become the basis for fu-
ture generations of intelligent medical systems, increas-
ing the effectiveness of treatment, reducing time and
resources, and improving the quality of life of patients.
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AHoTauiq. |HTerpauia pisHOpigAHMX TUMIB MEAUYHMX AAHUX i3 BUKOPUCTAHHSAM Cy4aCHUX MeTOAiIB rMnbokoro
HaBYaHHA 4,03BONAE MiABULLUTU TOUHICTb Ta €DEKTUBHICTb AiarHOCTUKM CKNAJHUX 3aXBOPIOBAHb, TAKMX SIK CEpLEeBO-
CYAMHHI, WO MA€E BUpillaNbHe 3HAaYEHHS AN NepCOHani30BaHOT MEAULMHU Ta 3HUXKEHHSA PU3UKY MEAUYHUX
noMunok. Metoto poboTtu 6yno npeactaBuTM po3pobKy CMCTEMM MIATPUMKM NPUIRHATTS pilleHb, CNPSMOBAHOI Ha
NOKpaLEeHHs AiarHOCTUKM CepueBO-CYyAMHHMX 3aXBOPHOBAHb LWASXOM iHTerpaLii pisHOpigHMX TUNIB MeaUUYHUX
faHux. [1ng cTBopeHHs 6a3u 3HaHb 6yNM BUKOPUCTaHI AaHi peanbHUX KNiIHIYHUX CLEeHapiiB, WO NPOWLWAN eTanm
OYMCTKM, CTAaHAAPTU3ALIT Ta CEMAHTMYHOIO aHani3y 3a 4ONOMOroK CrneLianizoBaHNX MeguYHMX C10BHUKIB. CucteMa
NPoLEMOHCTPYBANA BUCOKY e(DeKTUBHICTb 3aBASKM 30aTHOCTI iHTErPYBATU TEKCTOBI, 306paXkyBasibHi Ta CUTHANbHI
[aHi B EAMHUIA NpoLec aHanisy. EQeKTUBHICTb OLiHIOBANacs 3a TaKMMKU METPUKAMMU, K TOUHICTb, NOBHOTa, F1-score, a
TaKOX MPOrHOCTUYHI 3HAYEHHS NMO3UTUBHUX | HEraTUBHUX pe3ynbTaTiB. BnpoBagkeHHs TpaHchopMepis 3abe3neynno
NigBULWEHHS TOYHOCTI AiarHOCTMKKM Ha 15 % nopiBHSAHO 3 TpagMLUIAHUMK METOAAMM, @ BUKOPUCTAHHS ribpuaHoro
nigxony Ao obuncneHb 4O3BONMNO CKOPOTUTM Yac HaBYaHHS Mogeneit Ha 30 % i 06pobnatn go 1 Tb agaHux Ha Loby.
[onatkoBo, iHTerpauisa pisHOpiAHMX TUMNIB MEAUYHUX OAHUX Y CUCTEMI Aana 3MOry NOKpaLLMTM NepcoHanisawito
[iarHOCTUKK, BpaxoBYYM iHAMBIAYaNbHI 0COBNMBOCTI NALLIEHTIB, TaKi K aHaMHe3, reHeTUYHI haKkTopu UM CYnyTHI
3aXBOPIOBaHHA. 3aBASKM MexXaHi3MaM yBaru TpaHcGopMepiB cMcTeMa LEMOHCTPYE CTIMKICTb A0 WYMY Ta NPOMNYCKiB
y [AaHuX, Wo 3abe3neyye HadiiHICTb pe3ynbTaTiB HaBiTb 32 YMOBM HEMOBHOI abo HeTOYHOI iHpopMaLii. OnTuMisauis
Mogenei Cnpusna 3MeHLWeHHI0 3aTpUMOK B 06pobLi AaHMX, WO € KPUTUYHO BAXK/IMBUM L1151 ONEPATUBHOIO NPUIHATTS
KNiHiYHMX piweHb. Kpim Toro, TpaHcdopMepun A0BENM CBOK 34aTHICTb AMHAMIYHO MacwTabyBaTmcs Ans 06pobku
HOBMX TUMiB AaHWX 6e3 BTpaTh eeKTUBHOCTI, BiAKPUBAOUM MOXIMBOCTI AN NOAANBLIOIO PO3LUMPEHHS DYHKLiOHany
cucteMu. CucteMa Takox NigBULLMAA NPOAYKTUBHICTb KNiHIYHMX PaxiBLiB 3aBASKM aBTOMATU3AL,iT PYTUHHUX 3aBAaHb,
O [03BOMIUAO NiKapsaM 30CepeanTUCs Ha CKNAAHIWMX acnekTax JlikyBaHHS
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